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# Foundations of “tidy” ML

## Nesting the data

List column workflow is as follows.

1. Make a list column: nest()
2. Work with **list columns**: map()
3. Simplify the list columns unnest() and map\_\*

In this course, you will work with a collection of economic and social indicators for 77 countries over a period of 52 years. This data is stored in the gapminder dataframe.

In this exercise, you will transform your gapminder data into a nested dataframe by using the first tool needed to build the foundation of tidy machine learning skills: nest().

Note: This is a more granular version than the dataset available from the gapminder package. This version is available in the dslabs package.

library(gapminder)  
  
# Explore gapminder  
head(gapminder)  
## # A tibble: 6 x 6  
## country continent year lifeExp pop gdpPercap  
## <fct> <fct> <int> <dbl> <int> <dbl>  
## 1 Afghanistan Asia 1952 28.8 8425333 779.  
## 2 Afghanistan Asia 1957 30.3 9240934 821.  
## 3 Afghanistan Asia 1962 32.0 10267083 853.  
## 4 Afghanistan Asia 1967 34.0 11537966 836.  
## 5 Afghanistan Asia 1972 36.1 13079460 740.  
## 6 Afghanistan Asia 1977 38.4 14880372 786.  
  
# Prepare the nested dataframe gap\_nested  
library(tidyverse)  
gap\_nested <- gapminder %>%   
 group\_by(country) %>%   
 nest()  
  
# Explore gap\_nested  
head(gap\_nested)  
## # A tibble: 6 x 2  
## country data   
## <fct> <list>   
## 1 Afghanistan <tibble [12 x 5]>  
## 2 Albania <tibble [12 x 5]>  
## 3 Algeria <tibble [12 x 5]>  
## 4 Angola <tibble [12 x 5]>  
## 5 Argentina <tibble [12 x 5]>  
## 6 Australia <tibble [12 x 5]>

## Unnesting your data

As you’ve seen in the previous exercise, a nested dataframe is simply a way to shape your data. Essentially taking the group\_by() windows and packaging them in corresponding rows.

In the same way you can use the nest() function to break your data into nested chunks, you can use the unnest() function to expand the dataframes that are nested in these chunks.

# Create the unnested dataframe called gap\_unnnested  
gap\_unnested <- gap\_nested %>%   
 unnest()  
   
# Confirm that your data was not modified   
identical(gapminder, gap\_unnested)  
## [1] TRUE

## Explore a nested cell

In the first exercise, you successfully created a nested dataframe gap\_nested. The data column contains tibbles for each country. In this exercise, you will explore one of these nested chunks.

# Extract the data of Algeria  
algeria\_df <- gap\_nested$data[[1]]  
algeria\_df %>% colnames()  
## [1] "continent" "year" "lifeExp" "pop" "gdpPercap"  
# Calculate the minimum of the population vector  
min(algeria\_df$population)  
## [1] Inf  
  
# Calculate the maximum of the population vector  
max(algeria\_df$population)  
## [1] -Inf  
  
# Calculate the mean of the population vector  
mean(algeria\_df$population)  
## [1] NA

## Map() function

* .x = [vector] or [[list]]
* .f = mean or ~mean(.x)

## Mapping your data

In combination with mutate(), you can use map() to append the results of your calculation to a dataframe. Since the map() function always returns a vector of lists you must use unnest() to extract this information into a numeric vector.

Here you will explore this functionality by calculating the mean population of each country in the gapminder dataset.

# Calculate the mean population for each country  
gap\_nested  
## # A tibble: 142 x 2  
## country data   
## <fct> <list>   
## 1 Afghanistan <tibble [12 x 5]>  
## 2 Albania <tibble [12 x 5]>  
## 3 Algeria <tibble [12 x 5]>  
## 4 Angola <tibble [12 x 5]>  
## 5 Argentina <tibble [12 x 5]>  
## 6 Australia <tibble [12 x 5]>  
## 7 Austria <tibble [12 x 5]>  
## 8 Bahrain <tibble [12 x 5]>  
## 9 Bangladesh <tibble [12 x 5]>  
## 10 Belgium <tibble [12 x 5]>  
## # ... with 132 more rows  
pop\_nested <- gap\_nested %>%  
 mutate(mean\_pop = map(data, ~mean(.x$population)))  
  
# Take a look at pop\_nested  
head(pop\_nested)  
## # A tibble: 6 x 3  
## country data mean\_pop   
## <fct> <list> <list>   
## 1 Afghanistan <tibble [12 x 5]> <dbl [1]>  
## 2 Albania <tibble [12 x 5]> <dbl [1]>  
## 3 Algeria <tibble [12 x 5]> <dbl [1]>  
## 4 Angola <tibble [12 x 5]> <dbl [1]>  
## 5 Argentina <tibble [12 x 5]> <dbl [1]>  
## 6 Australia <tibble [12 x 5]> <dbl [1]>  
  
# Extract the mean\_pop value by using unnest  
pop\_mean <- pop\_nested %>%   
 unnest(mean\_pop)  
  
# Take a look at pop\_mean  
head(pop\_mean)  
## # A tibble: 6 x 3  
## country data mean\_pop  
## <fct> <list> <dbl>  
## 1 Afghanistan <tibble [12 x 5]> NA  
## 2 Albania <tibble [12 x 5]> NA  
## 3 Algeria <tibble [12 x 5]> NA  
## 4 Angola <tibble [12 x 5]> NA  
## 5 Argentina <tibble [12 x 5]> NA  
## 6 Australia <tibble [12 x 5]> NA

# Calculate mean population and store result as a double  
pop\_mean <- gap\_nested %>%  
 mutate(mean\_pop = map\_dbl(data, ~mean(.x$population)))  
  
# Take a look at pop\_mean  
head(pop\_mean)  
## # A tibble: 6 x 3  
## country data mean\_pop  
## <fct> <list> <dbl>  
## 1 Afghanistan <tibble [12 x 5]> NA  
## 2 Albania <tibble [12 x 5]> NA  
## 3 Algeria <tibble [12 x 5]> NA  
## 4 Angola <tibble [12 x 5]> NA  
## 5 Argentina <tibble [12 x 5]> NA  
## 6 Australia <tibble [12 x 5]> NA

## Mapping many models

The gap\_nested dataframe available in your workspace contains the gapminder dataset nested by country.

You will use this data to build a linear model for each country to predict life expectancy using the year feature.

Note: The term feature is synonymous with the terms variable or predictor. It refers to an attribute of your data that can be used to build a machine learning model.

# Build a linear model for each country  
gap\_models <- gap\_nested %>%  
 mutate(model = map(data, ~lm(formula = lifeExp~year, data = .x)))  
   
# Extract the model for Algeria   
algeria\_model <- gap\_models$model[[1]]  
  
# View the summary for the Algeria model  
summary(algeria\_model)  
##   
## Call:  
## lm(formula = lifeExp ~ year, data = .x)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.5447 -0.9905 -0.2757 0.8847 1.6868   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -507.53427 40.48416 -12.54 1.93e-07 \*\*\*  
## year 0.27533 0.02045 13.46 9.84e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.223 on 10 degrees of freedom  
## Multiple R-squared: 0.9477, Adjusted R-squared: 0.9425   
## F-statistic: 181.2 on 1 and 10 DF, p-value: 9.835e-08

## tidying models with broom

To Work with list columns, we use broom, Metrics, rsample package s etc.

* tidy(): returns the statistical findings of the model (such as coefficients)
* glance(): returns a concise one-row summary of the model
* augment(): adds prediction columns to the data being modeled

algeria\_model %>% broom::tidy()  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -508. 40.5 -12.5 0.000000193   
## 2 year 0.275 0.0205 13.5 0.0000000984  
algeria\_model %>% glance()  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## \* <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.948 0.942 1.22 181. 9.84e-8 2 -18.3 42.7 44.1  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>  
algeria\_model %>% augment()  
## # A tibble: 12 x 9  
## lifeExp year .fitted .se.fit .resid .hat .sigma .cooksd .std.resid  
## \* <dbl> <int> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 28.8 1952 29.9 0.664 -1.11 0.295 1.21 0.243 -1.08   
## 2 30.3 1957 31.3 0.580 -0.952 0.225 1.24 0.113 -0.884   
## 3 32.0 1962 32.7 0.503 -0.664 0.169 1.27 0.0360 -0.595   
## 4 34.0 1967 34.0 0.436 -0.0172 0.127 1.29 0.0000165 -0.0151  
## 5 36.1 1972 35.4 0.385 0.674 0.0991 1.27 0.0185 0.581   
## 6 38.4 1977 36.8 0.357 1.65 0.0851 1.15 0.0923 1.41   
## 7 39.9 1982 38.2 0.357 1.69 0.0851 1.15 0.0967 1.44   
## 8 40.8 1987 39.5 0.385 1.28 0.0991 1.21 0.0667 1.10   
## 9 41.7 1992 40.9 0.436 0.754 0.127 1.26 0.0317 0.660   
## 10 41.8 1997 42.3 0.503 -0.534 0.169 1.27 0.0233 -0.479   
## 11 42.1 2002 43.7 0.580 -1.54 0.225 1.15 0.299 -1.43   
## 12 43.8 2007 45.1 0.664 -1.22 0.295 1.19 0.296 -1.19

## Extracting model statistics tidily

In this exercise, you will use the tidy() and glance() functions to extract information from algeria\_model in a tidy manner.

For a linear model, tidy() extracts the model coefficients while glance() returns the model statistics such as the

library(broom)  
library(magrittr)  
  
# Extract the coefficients of the algeria\_model as a dataframe  
broom::tidy(algeria\_model)  
## # A tibble: 2 x 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -508. 40.5 -12.5 0.000000193   
## 2 year 0.275 0.0205 13.5 0.0000000984  
   
# Extract the statistics of the algeria\_model as a dataframe  
glance(algeria\_model)  
## # A tibble: 1 x 11  
## r.squared adj.r.squared sigma statistic p.value df logLik AIC BIC  
## \* <dbl> <dbl> <dbl> <dbl> <dbl> <int> <dbl> <dbl> <dbl>  
## 1 0.948 0.942 1.22 181. 9.84e-8 2 -18.3 42.7 44.1  
## # ... with 2 more variables: deviance <dbl>, df.residual <int>

## Augmenting your data

From the results of glance(), you learned that using the available features the linear model fits well with an adjusted of . The augment() function can help you explore this fit by appending the predictions to the original data.

Here you will leverage this to compare the predicted values of life\_expectancy with the original ones based on the year feature.

# Build the augmented dataframe  
algeria\_fitted <- augment(algeria\_model)  
  
# Compare the predicted values with the actual values of life expectancy  
algeria\_fitted %>%   
 ggplot(aes(x = year)) +  
 geom\_point(aes(y = lifeExp)) +   
 geom\_line(aes(y = .fitted), color = "red")
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# Multiple models with broom

## Exploring coefficients across models

Tidy up the coefficients of your models In this exercise you will leverage the list column workflow along with the tidy() function from broom to extract and explore the coefficients for the 77 models you built.

Remember the gap\_models dataframe contains a model predicting life expectancy by year for 77 countries.

# Extract the coefficient statistics of each model into nested dataframes  
model\_coef\_nested <- gap\_models %>%   
 mutate(coef = map(model, ~broom::tidy(.x)))  
   
# Simplify the coef dataframes for each model   
model\_coef <- model\_coef\_nested %>%  
 unnest(coef)  
  
# Plot a histogram of the coefficient estimates for year   
model\_coef %>%   
 filter(term == "year") %>%   
 ggplot(aes(x =estimate)) +  
 geom\_histogram()
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## What can we learn about these 77 countries?

Explore the model\_coef dataframe you just created to answer the following question:

Which of the following conclusions can we make from the coefficients of our models?

## Glance at the fit of your model

In this exercise you will use glance() to calculate how well the linear models fit the data for each country.

# Extract the fit statistics of each model into dataframes  
model\_perf\_nested <- gap\_models %>%   
 mutate(fit = map(model, ~glance(.x)))  
  
# Simplify the fit dataframes for each model   
model\_perf <- model\_perf\_nested %>%   
 unnest(fit)  
   
# Look at the first six rows of model\_perf  
head(model\_perf)  
## # A tibble: 6 x 14  
## country data model r.squared adj.r.squared sigma statistic p.value  
## <fct> <lis> <lis> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 Afghan~ <tib~ <S3:~ 0.948 0.942 1.22 181. 9.84e- 8  
## 2 Albania <tib~ <S3:~ 0.911 0.902 1.98 102. 1.46e- 6  
## 3 Algeria <tib~ <S3:~ 0.985 0.984 1.32 662. 1.81e-10  
## 4 Angola <tib~ <S3:~ 0.888 0.877 1.41 79.1 4.59e- 6  
## 5 Argent~ <tib~ <S3:~ 0.996 0.995 0.292 2246. 4.22e-13  
## 6 Austra~ <tib~ <S3:~ 0.980 0.978 0.621 481. 8.67e-10  
## # ... with 6 more variables: df <int>, logLik <dbl>, AIC <dbl>, BIC <dbl>,  
## # deviance <dbl>, df.residual <int>

## Best and worst fitting models

# Plot a histogram of rsquared for the 77 models   
model\_perf  
## # A tibble: 142 x 14  
## country data model r.squared adj.r.squared sigma statistic p.value  
## <fct> <lis> <lis> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 Afghan~ <tib~ <S3:~ 0.948 0.942 1.22 181. 9.84e- 8  
## 2 Albania <tib~ <S3:~ 0.911 0.902 1.98 102. 1.46e- 6  
## 3 Algeria <tib~ <S3:~ 0.985 0.984 1.32 662. 1.81e-10  
## 4 Angola <tib~ <S3:~ 0.888 0.877 1.41 79.1 4.59e- 6  
## 5 Argent~ <tib~ <S3:~ 0.996 0.995 0.292 2246. 4.22e-13  
## 6 Austra~ <tib~ <S3:~ 0.980 0.978 0.621 481. 8.67e-10  
## 7 Austria <tib~ <S3:~ 0.992 0.991 0.407 1261. 7.44e-12  
## 8 Bahrain <tib~ <S3:~ 0.967 0.963 1.64 291. 1.02e- 8  
## 9 Bangla~ <tib~ <S3:~ 0.989 0.988 0.977 930. 3.37e-11  
## 10 Belgium <tib~ <S3:~ 0.995 0.994 0.293 1822. 1.20e-12  
## # ... with 132 more rows, and 6 more variables: df <int>, logLik <dbl>,  
## # AIC <dbl>, BIC <dbl>, deviance <dbl>, df.residual <int>  
  
model\_perf %>%   
 ggplot(aes(x = r.squared)) +   
 geom\_histogram()

![](data:image/png;base64,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)

# Extract the 4 best fitting models  
best\_fit <- model\_perf %>%   
 top\_n(n = 4, wt = r.squared)  
  
# Extract the 4 models with the worst fit  
worst\_fit <- model\_perf %>%   
 top\_n(n = 4, wt = -r.squared)

## Augment the fitted values of each model

In this exercise you will prepare your four best and worst fitting models for further exploration by augmenting your model data with augment().

best\_augmented <- best\_fit %>%   
 # Build the augmented dataframe for each country model  
 mutate(augmented = map(model, ~augment(.x))) %>%   
 # Expand the augmented dataframes  
 unnest(augmented)  
  
worst\_augmented <- worst\_fit %>%   
 # Build the augmented dataframe for each country model  
 mutate(augmented = map(model, ~augment(.x))) %>%   
 # Expand the augmented dataframes  
 unnest(augmented)

## Explore your best and worst fitting models

Let’s explore your four best and worst fitting models by comparing the fitted lines with the actual values.

# Compare the predicted values with the actual values of life expectancy   
# for the top 4 best fitting models  
best\_augmented %>%   
 ggplot(aes(x = year)) +  
 geom\_point(aes(y = lifeExp)) +   
 geom\_line(aes(y = .fitted), color = "red") +  
 facet\_wrap(~country, scales = "free\_y")
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# Compare the predicted values with the actual values of life expectancy   
# for the top 4 worst fitting models  
worst\_augmented %>%   
 ggplot(aes(x = year)) +  
 geom\_point(aes(y = lifeExp)) +   
 geom\_line(aes(y = .fitted), color = "red") +  
 facet\_wrap(~country, scales = "free\_y")
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To improve model fits…

## Build better models

Earlier you built a collection of simple models to fit life expectancy using the year feature. Your previous analysis showed that some of these models didn’t fit very well.

In this exercise you will build multiple regression models for each country using all available features. You may be interested in comparing the performance of the four worst fitting models so their adjusted are provided below:

# Build a linear model for each country using all features  
  
gap\_fullmodel <- gap\_nested %>%   
 mutate(model = map(data, ~lm(formula = lifeExp ~ . , data = .x)))  
  
fullmodel\_perf <- gap\_fullmodel %>%   
 # Extract the fit statistics of each model into dataframes  
 mutate(fit = map(model, ~glance(.x))) %>%   
 # Simplify the fit dataframes for each model  
 unnest(fit)  
   
# View the performance for the four countries with the worst fitting   
# four simple models you looked at before  
fullmodel\_perf %>%   
 filter(country %in% worst\_fit$country) %>%   
 select(country, adj.r.squared)

# Build Tune, Evaluate Regression Models

## The test-train split

In a disciplined machine learning workflow it is crucial to withhold a portion of your data (**testing data**) from any decision-making process. This allows you to independently assess the performance of your model when it is finalized. The remaining data, the **training data**, is used to build and select the best model.

In this exercise, you will use the rsample package to split your data to perform the initial train-test split of your gapminder data.

Note: Since this is a random split of the data it is good practice to set a seed before splitting it.

set.seed(42)  
  
# Prepare the initial split object  
gap\_split <- initial\_split(gapminder, prop = 0.75)  
  
# Extract the training dataframe  
training\_data <- training(gap\_split)  
  
# Extract the testing dataframe  
testing\_data <- testing(gap\_split)  
  
# Calculate the dimensions of both training\_data and testing\_data  
dim(training\_data)  
## [1] 1278 6  
dim(testing\_data)  
## [1] 426 6

## Cross-validation dataframes

Now that you have withheld a portion of your data as **testing data**, you can use the remaining portion to find the best performing model.

In this exercise, you will split the training data into a series of 5 train-validate sets using the vfold\_cv() function from the rsample package.

set.seed(42)  
  
# Prepare the dataframe containing the cross validation partitions  
cv\_split <- vfold\_cv(training\_data, v = 5)  
cv\_split  
## # 5-fold cross-validation   
## # A tibble: 5 x 2  
## splits id   
## <list> <chr>  
## 1 <split [1K/256]> Fold1  
## 2 <split [1K/256]> Fold2  
## 3 <split [1K/256]> Fold3  
## 4 <split [1K/255]> Fold4  
## 5 <split [1K/255]> Fold5  
  
cv\_data <- cv\_split %>%   
 mutate(  
 # Extract the train dataframe for each split  
 train = map(splits, ~training(.x)),   
 # Extract the validate dataframe for each split  
 validate = map(splits, ~testing(.x))  
 )  
  
# Use head() to preview cv\_data  
head(cv\_data)  
## # A tibble: 5 x 4  
## splits id train validate   
## \* <list> <chr> <list> <list>   
## 1 <split [1K/256]> Fold1 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 2 <split [1K/256]> Fold2 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 3 <split [1K/256]> Fold3 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 4 <split [1K/255]> Fold4 <tibble [1,023 x 6]> <tibble [255 x 6]>  
## 5 <split [1K/255]> Fold5 <tibble [1,023 x 6]> <tibble [255 x 6]>

## Measuring cross-validation performance

* MAE: How much on average the model’s prediction differ from actual observations.

Three steps to calculate MAE: 1) Build cross-validated models 2) Predict using trained models by map2 3) Compute MAE by map2\_dbl

## Build cross-validated models

In this exercise, you will build a linear model predicting life\_expectancy using all available features. You will do this for the train data of each cross-validation fold.

# Build a model using the train data for each fold of the cross validation  
cv\_data  
## # 5-fold cross-validation   
## # A tibble: 5 x 4  
## splits id train validate   
## \* <list> <chr> <list> <list>   
## 1 <split [1K/256]> Fold1 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 2 <split [1K/256]> Fold2 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 3 <split [1K/256]> Fold3 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 4 <split [1K/255]> Fold4 <tibble [1,023 x 6]> <tibble [255 x 6]>  
## 5 <split [1K/255]> Fold5 <tibble [1,023 x 6]> <tibble [255 x 6]>  
  
cv\_models\_lm <- cv\_data %>%   
 mutate(model = map(train, ~lm(formula = lifeExp ~., data = .x)))

## Preparing for evaluation

In order to measure the validate performance of your models you need compare the predicted values of life\_expectancy for the observations from validate set to the actual values recorded. Here you will prepare both of these vectors for each partition.

cv\_prep\_lm <- cv\_models\_lm %>%   
 mutate(  
 # Extract the recorded life expectancy for the records in the validate dataframes  
 validate\_actual = map(validate, ~.x$lifeExp),  
 # Predict life expectancy for each validate set using its corresponding model  
 validate\_predicted = map2(.x = model, .y = validate, ~predict(.x, .y))  
 )  
  
cv\_prep\_lm  
## # 5-fold cross-validation   
## # A tibble: 5 x 7  
## splits id train validate model validate\_actual validate\_predic~  
## \* <list> <chr> <list> <list> <lis> <list> <list>   
## 1 <split ~ Fold1 <tibble~ <tibble ~ <S3:~ <dbl [256]> <dbl [256]>   
## 2 <split ~ Fold2 <tibble~ <tibble ~ <S3:~ <dbl [256]> <dbl [256]>   
## 3 <split ~ Fold3 <tibble~ <tibble ~ <S3:~ <dbl [256]> <dbl [256]>   
## 4 <split ~ Fold4 <tibble~ <tibble ~ <S3:~ <dbl [255]> <dbl [255]>   
## 5 <split ~ Fold5 <tibble~ <tibble ~ <S3:~ <dbl [255]> <dbl [255]>

## Evaluate model performance

Now that you have both the actual and predicted values of each fold you can compare them to measure performance.

For this regression model, you will measure the **Mean Absolute Error (MAE)** between these two vectors. This value tells you the average difference between the actual and predicted values.

library(Metrics)  
# Calculate the mean absolute error for each validate fold   
cv\_eval\_lm <- cv\_prep\_lm %>%   
 mutate(validate\_mae = map2\_dbl(validate\_actual, validate\_predicted, ~mae(actual = .x, predicted = .y)))  
  
# Print the validate\_mae column  
cv\_eval\_lm$validate\_mae  
## 1 2 3 4 5   
## 2.661519 2.565902 2.551318 2.766936 2.834880  
  
# Calculate the mean of validate\_mae column  
mean(cv\_eval\_lm$validate\_mae)  
## [1] 2.676111

## Building and tuning a random forest model

As another model, the random forest is beneficial for 1) handling non-linear relationships, 2) handling interactions.

Model

rf\_model <- ranger(  
 formula = XX,  
 data = XX,  
 seed = XX  
)

Prediction

prediction <- predict(  
 rf\_model,  
 new\_data  
)$predictions

For random forest model, hyper parameters are

* mtry: default is , and the range is
* num.trees: default is , and the range is .

## Build a random forest model by ranger

Here you will use the same cross-validation data to build (using train) and evaluate (using validate) random forests for each partition. Since you are using the same cross-validation partitions as your regression models, you are able to directly compare the performance of the two models.

Note: We will limit our random forests to contain trees to ensure they finish fitting in a reasonable time. The *default number of trees* for ranger() is .

library(ranger)  
  
# Build a random forest model for each fold  
  
cv\_models\_rf <- cv\_data %>%   
 mutate(model = map(train, ~ranger(formula = lifeExp ~., data = .x,  
 num.trees = 100, seed = 42)))  
  
# Generate predictions using the random forest model  
cv\_data  
## # 5-fold cross-validation   
## # A tibble: 5 x 4  
## splits id train validate   
## \* <list> <chr> <list> <list>   
## 1 <split [1K/256]> Fold1 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 2 <split [1K/256]> Fold2 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 3 <split [1K/256]> Fold3 <tibble [1,022 x 6]> <tibble [256 x 6]>  
## 4 <split [1K/255]> Fold4 <tibble [1,023 x 6]> <tibble [255 x 6]>  
## 5 <split [1K/255]> Fold5 <tibble [1,023 x 6]> <tibble [255 x 6]>  
cv\_models\_rf  
## # 5-fold cross-validation   
## # A tibble: 5 x 5  
## splits id train validate model   
## \* <list> <chr> <list> <list> <list>   
## 1 <split [1K/256]> Fold1 <tibble [1,022 x 6~ <tibble [256 x 6~ <S3: range~  
## 2 <split [1K/256]> Fold2 <tibble [1,022 x 6~ <tibble [256 x 6~ <S3: range~  
## 3 <split [1K/256]> Fold3 <tibble [1,022 x 6~ <tibble [256 x 6~ <S3: range~  
## 4 <split [1K/255]> Fold4 <tibble [1,023 x 6~ <tibble [255 x 6~ <S3: range~  
## 5 <split [1K/255]> Fold5 <tibble [1,023 x 6~ <tibble [255 x 6~ <S3: range~  
  
cv\_prep\_rf <- cv\_models\_rf %>%   
 mutate(  
 validate\_actual = map(validate, ~.x$lifeExp),  
 validate\_predicted = map2(.x = model, .y = validate, ~predict(.x, .y)$predictions))  
cv\_prep\_rf  
## # 5-fold cross-validation   
## # A tibble: 5 x 7  
## splits id train validate model validate\_actual validate\_predic~  
## \* <list> <chr> <list> <list> <lis> <list> <list>   
## 1 <split ~ Fold1 <tibble~ <tibble ~ <S3:~ <dbl [256]> <dbl [256]>   
## 2 <split ~ Fold2 <tibble~ <tibble ~ <S3:~ <dbl [256]> <dbl [256]>   
## 3 <split ~ Fold3 <tibble~ <tibble ~ <S3:~ <dbl [256]> <dbl [256]>   
## 4 <split ~ Fold4 <tibble~ <tibble ~ <S3:~ <dbl [255]> <dbl [255]>   
## 5 <split ~ Fold5 <tibble~ <tibble ~ <S3:~ <dbl [255]> <dbl [255]>

## Evaluate a random forest model

Similar to the linear regression model, you will use the MAE metric to evaluate the performance of the random forest model.

library(ranger)  
  
# Calculate validate MAE for each fold  
cv\_eval\_rf <- cv\_prep\_rf %>%   
 mutate(validate\_mae = map2\_dbl(validate\_actual, validate\_predicted, ~mae(actual = .x, predicted = .y)))  
  
# Print the validate\_mae column  
cv\_eval\_rf$validate\_mae  
## 1 2 3 4 5   
## 3.361439 2.969289 2.965947 3.002519 3.188108  
  
# Calculate the mean of validate\_mae column  
mean(cv\_eval\_rf$validate\_mae)  
## [1] 3.097461

## Fine tune your model

Wow! That was a significant improvement over a regression model. Now let’s see if you can further improve this performance by fine tuning your random forest models. To do this you will vary the mtry parameter when building your random forest models on your train data.

The default value of mtry for ranger is the rounded down square root of the total number of features (6). This results in a value of 2.

# Prepare for tuning your cross validation folds by varying mtry  
cv\_tune <- cv\_data %>%   
 mutate(validate\_actual = map(validate, ~.x$lifeExp)) %>%   
 crossing(mtry = 2:5)   
  
# Build a model for each fold & mtry combination  
library(ranger)  
  
cv\_model\_tunerf <- cv\_tune %>%   
 mutate(model = map2(.x = train, .y = mtry, ~ranger(formula = lifeExp~.,   
 data = .x, mtry = .y,   
 num.trees = 100, seed = 42)))

## The best performing parameter

You’ve now built models where you’ve varied the random forest-specific hyperparameter mtry in the hopes of improving your model further. Now you will measure the performance of each mtry value across the 5 cross validation partitions to see if you can improve the model.

Remember that the validate MAE you calculated two exercises ago of 0.795 was for the default mtry value of 2.

# Generate validate predictions for each model  
cv\_model\_tunerf  
  
cv\_prep\_tunerf <- cv\_model\_tunerf %>%   
 mutate(validate\_predicted = map2(.x = model, .y = validate, ~predict(.x, .y)$predictions))  
  
# Calculate validate MAE for each fold and mtry combination  
cv\_eval\_tunerf <- cv\_prep\_tunerf %>%   
 mutate(validate\_mae = map2\_dbl(.x = validate\_predicted, .y = validate\_actual, ~mae(actual = .x, predicted = .y)))  
  
# Calculate the mean validate\_mae for each mtry used   
cv\_eval\_tunerf %>%   
 group\_by(mtry) %>%   
 summarise(mean\_mae = mean(validate\_mae))

## 

The test portion was intentionally held out in order to evaluate the final model with an independent set of data. The train portion of data is further split into train and validate using cross validation for the purpose of model selection.

Each train portion was build a model and the held out validate protion was used to evaluate it. Resulting in measures of validation performance for each cross validation fold for each model and hyperparameter.

Aggreagting the validation performance for each model allowed us to compare multiple models as well as their respective hyperparameters to select model hyper-parameter combination with the best overall performance.

# Build the model using all training data and the best performing parameter  
best\_model <- ranger(formula = lifeExp~., data = training\_data,  
 mtry = 4, num.trees = 100, seed = 42)  
  
# Prepare the test\_actual vector  
test\_actual <- testing\_data$lifeExp  
  
# Predict life\_expectancy for the testing\_data  
test\_predicted <- predict(best\_model, testing\_data)$predictions  
  
# Calculate the test MAE  
mae(test\_actual, test\_predicted)  
## [1] 2.707168

# Build, Tune & Evaluate classification models

## Prepare train-test-validate parts

In this exercise, you will leverage the tools that you have learned thus far to build a classification model to predict employee attrition.

You will work with the attrition dataset, which contains 30 features about employees which you will use to predict if they have left the company.

You will first prepare the training & testing data sets, then you will further split the training data using cross-validation so that you can search for the best performing

set.seed(42)  
# Prepare the initial split object  
data\_split <- initial\_split(attrition, prop = 0.75)  
  
# Extract the training dataframe  
training\_data <- training(data\_split)  
  
# Extract the testing dataframe  
testing\_data <- testing(data\_split)  
  
  
set.seed(42)  
cv\_split <- vfold\_cv(training\_data, v = 5)  
  
cv\_split  
## # 5-fold cross-validation   
## # A tibble: 5 x 2  
## splits id   
## <list> <chr>  
## 1 <split [882/221]> Fold1  
## 2 <split [882/221]> Fold2  
## 3 <split [882/221]> Fold3  
## 4 <split [883/220]> Fold4  
## 5 <split [883/220]> Fold5  
  
cv\_data <- cv\_split %>%   
 mutate(  
 # Extract the train dataframe for each split  
 train = map(splits, ~training(.x)),  
 # Extract the validate dataframe for each split  
 validate = map(splits, ~testing(.x))  
 )  
  
cv\_data  
## # 5-fold cross-validation   
## # A tibble: 5 x 4  
## splits id train validate   
## \* <list> <chr> <list> <list>   
## 1 <split [882/221]> Fold1 <data.frame [882 x 31]> <data.frame [221 x 31]>  
## 2 <split [882/221]> Fold2 <data.frame [882 x 31]> <data.frame [221 x 31]>  
## 3 <split [882/221]> Fold3 <data.frame [882 x 31]> <data.frame [221 x 31]>  
## 4 <split [883/220]> Fold4 <data.frame [883 x 31]> <data.frame [220 x 31]>  
## 5 <split [883/220]> Fold5 <data.frame [883 x 31]> <data.frame [220 x 31]>

## Build cross-validated models

In this exercise, you will build logistic regression models for each fold in your cross-validation.

You will build this using the glm() function and by setting the family argument to "binomial".

# Build a model using the train data for each fold of the cross validation  
  
cv\_models\_lr <- cv\_data %>%   
 mutate(model = map(train, ~glm(formula = Attrition~.,   
 data = .x, family = "binomial")))  
  
cv\_models\_lr  
## # 5-fold cross-validation   
## # A tibble: 5 x 5  
## splits id train validate model   
## \* <list> <chr> <list> <list> <list>   
## 1 <split [882/22~ Fold1 <data.frame [882 x ~ <data.frame [221 x ~ <S3: gl~  
## 2 <split [882/22~ Fold2 <data.frame [882 x ~ <data.frame [221 x ~ <S3: gl~  
## 3 <split [882/22~ Fold3 <data.frame [882 x ~ <data.frame [221 x ~ <S3: gl~  
## 4 <split [883/22~ Fold4 <data.frame [883 x ~ <data.frame [220 x ~ <S3: gl~  
## 5 <split [883/22~ Fold5 <data.frame [883 x ~ <data.frame [220 x ~ <S3: gl~

## Evaluating classification models

The ingredients needed to measure performance are the same as before.

* Actual classes of your observations: actual Attrition classes
* Predicted classes: predicted attrition classes
* A metric to compare 1) and 2).

As a metric, accuracy, precision and recall can be used.

* accuracy: how well your model predicted both the TRUE and FALSE classes
* precision: appropriate when you want to minimize how often the model incorrectly predicts an observation to be in the positive class
* recall: This metrics compares the number of observations the model has correctly identified as TRUE to the total number of TRUE observations.In other words, it measures the rate at which the model can capture the TRUE class. This metric would be appropriate when building a model that would capture as many risky employees as possible you should consider this metric.

## Predicitons of a single model

To calculate the performance of a classification model you need to compare the actual values of Attrition to those predicted by the model. When calculating metrics for binary classification tasks (such as precision and recall), the actual and predicted vectors must be converted to **binary** values.

In this exercise, you will learn how to prepare these vectors using the model and validate dataframes from the first cross-validation fold as an example.

# Extract the first model and validate   
model <- cv\_models\_lr$model[[1]]  
validate <- cv\_models\_lr$validate[[1]]  
  
# Prepare binary vector of actual Attrition values in validate  
validate\_actual <- validate$Attrition == "Yes"  
  
# Predict the probabilities for the observations in validate  
validate\_prob <- predict(model, validate, type = "response")  
  
# Prepare binary vector of predicted Attrition values for validate  
validate\_predicted <- validate\_prob > 0.5

## cv\_models\_lr

Now that you have the binary vectors for the actual and predicted values of the model, you can calculate many commonly used binary classification metrics. In this exercise you will focus on:

* **accuracy**: rate of correctly predicted values relative to all predictions.
* **precision**: portion of predictions that the model correctly predicted as TRUE.
* **recall**: portion of actual TRUE values that the model correctly recovered.

library(Metrics)  
  
# Compare the actual & predicted performance visually using a table  
table(validate\_actual, validate\_predicted)  
## validate\_predicted  
## validate\_actual FALSE TRUE  
## FALSE 176 13  
## TRUE 15 17  
  
# Calculate the accuracy  
accuracy(validate\_actual, validate\_predicted)  
## [1] 0.8733032  
  
# Calculate the precision  
precision(validate\_actual, validate\_predicted)  
## [1] 0.5666667  
  
# Calculate the recall  
recall(validate\_actual, validate\_predicted)  
## [1] 0.53125

## Prepare for cross-validated performance

Now that you know how to calculate the performance metrics for a single model, you are now ready to expand this for all the folds in the cross-validation dataframe.

cv\_models\_lr$validate[[1]]  
## Age Attrition BusinessTravel DailyRate Department  
## 11 30 No Travel\_Rarely 1358 Research\_Development  
## 13 36 No Travel\_Rarely 1299 Research\_Development  
## 21 32 No Travel\_Rarely 334 Research\_Development  
## 22 22 No Non-Travel 1123 Research\_Development  
## 35 42 No Travel\_Rarely 691 Sales  
## 39 33 No Travel\_Rarely 924 Research\_Development  
## 47 50 Yes Travel\_Rarely 869 Sales  
## 52 33 No Travel\_Frequently 1141 Sales  
## 56 27 No Travel\_Frequently 994 Sales  
## 65 28 Yes Travel\_Rarely 1434 Research\_Development  
## 68 44 No Travel\_Rarely 1488 Sales  
## 83 36 No Travel\_Rarely 1223 Research\_Development  
## 96 32 No Travel\_Rarely 548 Research\_Development  
## 110 34 No Travel\_Rarely 1153 Research\_Development  
## 134 32 No Travel\_Rarely 827 Research\_Development  
## 148 54 No Non-Travel 142 Human\_Resources  
## 160 33 No Non-Travel 750 Sales  
## 161 56 Yes Travel\_Rarely 441 Research\_Development  
## 169 22 No Travel\_Rarely 594 Research\_Development  
## 183 25 No Travel\_Rarely 959 Sales  
## 190 32 Yes Travel\_Rarely 1033 Research\_Development  
## 197 30 No Travel\_Rarely 201 Research\_Development  
## 202 40 No Travel\_Frequently 1395 Research\_Development  
## 206 45 No Travel\_Rarely 194 Research\_Development  
## 208 29 No Non-Travel 1496 Research\_Development  
## 211 51 No Travel\_Rarely 1169 Research\_Development  
## 254 55 No Travel\_Rarely 692 Research\_Development  
## 262 43 No Non-Travel 1344 Research\_Development  
## 271 38 No Travel\_Rarely 1261 Research\_Development  
## 281 40 No Travel\_Rarely 905 Research\_Development  
## 284 22 No Travel\_Rarely 1136 Research\_Development  
## 293 27 No Travel\_Frequently 1242 Sales  
## 298 41 No Travel\_Rarely 896 Sales  
## 308 31 No Non-Travel 979 Research\_Development  
## 312 29 No Travel\_Frequently 1413 Sales  
## 329 52 No Non-Travel 771 Sales  
## 331 32 Yes Travel\_Rarely 515 Research\_Development  
## 349 29 No Travel\_Rarely 1247 Sales  
## 351 42 No Travel\_Rarely 269 Research\_Development  
## 353 51 No Travel\_Rarely 833 Research\_Development  
## 379 21 No Travel\_Rarely 996 Research\_Development  
## 388 29 No Travel\_Frequently 442 Sales  
## 399 31 No Travel\_Frequently 444 Sales  
## 401 26 Yes Travel\_Rarely 950 Sales  
## 419 36 No Non-Travel 1105 Research\_Development  
## 422 58 No Non-Travel 390 Research\_Development  
## 431 49 No Travel\_Rarely 1091 Research\_Development  
## 447 47 No Travel\_Rarely 1482 Research\_Development  
## 449 27 No Non-Travel 210 Sales  
## 483 40 No Travel\_Rarely 1171 Research\_Development  
## 485 33 Yes Travel\_Rarely 350 Sales  
## 493 31 No Travel\_Rarely 408 Research\_Development  
## 514 30 Yes Travel\_Frequently 464 Research\_Development  
## 515 37 No Travel\_Rarely 1107 Research\_Development  
## 522 54 No Travel\_Rarely 821 Research\_Development  
## 523 34 No Non-Travel 1381 Sales  
## 550 46 No Travel\_Rarely 1485 Research\_Development  
## 554 24 Yes Travel\_Rarely 1448 Sales  
## 577 35 No Travel\_Rarely 144 Research\_Development  
## 604 31 No Travel\_Rarely 828 Sales  
## 618 26 No Travel\_Rarely 775 Sales  
## 631 32 Yes Non-Travel 1474 Sales  
## 632 24 No Travel\_Frequently 535 Sales  
## 635 37 No Travel\_Rarely 446 Research\_Development  
## 643 24 No Travel\_Rarely 823 Research\_Development  
## 650 31 Yes Travel\_Rarely 1365 Sales  
## 652 35 No Travel\_Rarely 538 Research\_Development  
## 662 38 No Travel\_Rarely 362 Research\_Development  
## 680 30 No Travel\_Frequently 160 Research\_Development  
## 691 35 No Travel\_Rarely 1017 Research\_Development  
## 692 33 No Travel\_Frequently 1296 Research\_Development  
## 698 54 No Travel\_Rarely 397 Human\_Resources  
## 704 35 No Non-Travel 727 Research\_Development  
## 714 27 No Travel\_Frequently 1410 Sales  
## 722 32 No Travel\_Rarely 929 Sales  
## 746 47 No Travel\_Frequently 217 Sales  
## 752 42 Yes Travel\_Frequently 933 Research\_Development  
## 754 43 No Travel\_Frequently 775 Sales  
## 780 33 Yes Travel\_Rarely 527 Research\_Development  
## 786 34 No Travel\_Rarely 304 Sales  
## 787 55 Yes Travel\_Rarely 725 Research\_Development  
## 789 36 No Non-Travel 1434 Sales  
## 796 26 Yes Travel\_Rarely 1146 Sales  
## 797 34 No Travel\_Rarely 182 Research\_Development  
## 804 34 No Travel\_Rarely 121 Research\_Development  
## 808 34 No Travel\_Rarely 1111 Sales  
## 832 40 No Travel\_Frequently 720 Research\_Development  
## 836 42 No Travel\_Rarely 933 Research\_Development  
## 843 43 No Travel\_Rarely 589 Research\_Development  
## 861 30 No Travel\_Frequently 1012 Research\_Development  
## 864 45 No Travel\_Rarely 930 Sales  
## 867 52 No Travel\_Frequently 890 Research\_Development  
## 872 22 No Travel\_Rarely 1230 Research\_Development  
## 879 25 No Travel\_Rarely 141 Sales  
## 880 35 No Travel\_Rarely 607 Research\_Development  
## 887 49 No Travel\_Rarely 1418 Research\_Development  
## 893 38 No Travel\_Rarely 395 Sales  
## 902 43 No Travel\_Frequently 422 Research\_Development  
## 912 29 No Travel\_Rarely 1086 Research\_Development  
## 913 44 No Travel\_Rarely 661 Research\_Development  
## 945 48 No Travel\_Rarely 1469 Research\_Development  
## 949 36 No Travel\_Rarely 188 Research\_Development  
## 954 40 No Travel\_Rarely 658 Sales  
## 958 36 No Travel\_Rarely 938 Research\_Development  
## 994 29 Yes Travel\_Rarely 906 Research\_Development  
## 997 50 No Travel\_Rarely 1126 Research\_Development  
## 1001 27 No Travel\_Rarely 1134 Research\_Development  
## 1002 45 No Non-Travel 248 Research\_Development  
## 1012 18 No Non-Travel 287 Research\_Development  
## 1019 22 No Travel\_Rarely 217 Research\_Development  
## 1027 27 No Travel\_Rarely 1055 Research\_Development  
## 1033 37 Yes Travel\_Rarely 1141 Research\_Development  
## 1035 41 No Non-Travel 247 Research\_Development  
## 1036 38 No Travel\_Rarely 1035 Sales  
## 1044 33 No Non-Travel 1038 Sales  
## 1068 26 No Travel\_Frequently 921 Research\_Development  
## 1079 21 Yes Travel\_Rarely 1334 Research\_Development  
## 1084 30 No Travel\_Rarely 1176 Research\_Development  
## 1088 38 No Travel\_Rarely 330 Research\_Development  
## 1094 27 No Non-Travel 1277 Research\_Development  
## 1108 33 Yes Travel\_Rarely 1017 Research\_Development  
## 1121 28 No Travel\_Rarely 950 Research\_Development  
## 1132 39 No Non-Travel 439 Research\_Development  
## 1133 36 No Non-Travel 217 Research\_Development  
## 1136 28 No Travel\_Rarely 1451 Research\_Development  
## 1143 29 No Travel\_Frequently 490 Research\_Development  
## 1152 38 No Travel\_Rarely 433 Human\_Resources  
## 1164 35 No Travel\_Rarely 528 Human\_Resources  
## 1180 40 No Travel\_Frequently 902 Research\_Development  
## 1182 35 No Travel\_Rarely 819 Research\_Development  
## 1195 45 No Travel\_Rarely 1457 Research\_Development  
## 1204 46 No Travel\_Rarely 1402 Sales  
## 1207 33 No Travel\_Rarely 147 Human\_Resources  
## 1215 50 No Travel\_Frequently 1421 Research\_Development  
## 1219 24 Yes Travel\_Rarely 984 Research\_Development  
## 1226 20 No Travel\_Rarely 654 Sales  
## 1228 46 No Travel\_Rarely 150 Research\_Development  
## 1238 33 No Travel\_Rarely 117 Research\_Development  
## 1245 54 No Travel\_Frequently 966 Research\_Development  
## 1250 54 No Travel\_Rarely 685 Research\_Development  
## 1259 27 No Travel\_Rarely 1167 Research\_Development  
## 1273 25 Yes Travel\_Frequently 599 Sales  
## 1281 34 No Travel\_Rarely 131 Sales  
## 1285 34 No Travel\_Frequently 135 Research\_Development  
## 1295 44 Yes Travel\_Rarely 621 Research\_Development  
## 1308 58 No Travel\_Rarely 848 Research\_Development  
## 1346 40 No Travel\_Rarely 523 Research\_Development  
## 1360 58 Yes Travel\_Rarely 601 Research\_Development  
## 1379 31 Yes Travel\_Frequently 703 Sales  
## 1402 43 No Travel\_Rarely 930 Research\_Development  
## 1407 26 No Travel\_Rarely 683 Research\_Development  
## 1411 37 No Travel\_Rarely 1462 Research\_Development  
## 1419 29 No Travel\_Rarely 332 Human\_Resources  
## 1422 54 No Travel\_Rarely 971 Research\_Development  
## 1425 36 No Travel\_Rarely 1174 Sales  
## 1440 37 No Non-Travel 1413 Research\_Development  
## 1465 45 No Travel\_Rarely 1448 Research\_Development  
## 1471 44 No Non-Travel 981 Research\_Development  
## 1529 35 No Travel\_Rarely 1029 Research\_Development  
## 1553 45 No Travel\_Rarely 538 Research\_Development  
## 1569 35 Yes Travel\_Rarely 104 Research\_Development  
## 1577 34 No Travel\_Rarely 479 Research\_Development  
## 1581 26 No Travel\_Rarely 474 Research\_Development  
## 1592 23 No Travel\_Rarely 977 Research\_Development  
## 1598 40 No Travel\_Rarely 118 Sales  
## 1601 35 No Travel\_Rarely 1349 Research\_Development  
## 1615 34 No Travel\_Frequently 426 Research\_Development  
## 1624 18 Yes Travel\_Frequently 544 Sales  
## 1627 39 No Travel\_Rarely 170 Research\_Development  
## 1633 39 No Travel\_Frequently 711 Research\_Development  
## 1635 45 No Travel\_Rarely 1329 Research\_Development  
## 1639 35 Yes Travel\_Rarely 737 Sales  
## 1655 49 No Travel\_Rarely 301 Research\_Development  
## 1662 36 No Non-Travel 894 Research\_Development  
## 1664 36 No Travel\_Rarely 1040 Research\_Development  
## 1666 43 No Travel\_Rarely 1291 Research\_Development  
## 1667 35 Yes Travel\_Frequently 880 Sales  
## 1668 38 No Travel\_Frequently 1189 Research\_Development  
## 1669 29 No Travel\_Rarely 991 Sales  
## 1701 34 No Travel\_Rarely 678 Research\_Development  
## 1709 29 No Travel\_Rarely 1082 Research\_Development  
## 1720 32 No Travel\_Frequently 585 Research\_Development  
## 1729 30 No Travel\_Rarely 793 Research\_Development  
## 1731 47 No Non-Travel 543 Sales  
## 1736 31 No Travel\_Frequently 163 Research\_Development  
## 1739 32 No Travel\_Rarely 371 Sales  
## 1747 30 Yes Travel\_Frequently 600 Human\_Resources  
## 1753 29 No Travel\_Frequently 461 Research\_Development  
## 1762 29 No Travel\_Rarely 590 Research\_Development  
## 1775 53 No Non-Travel 661 Research\_Development  
## 1782 38 No Travel\_Rarely 1153 Research\_Development  
## 1787 37 No Travel\_Rarely 589 Sales  
## 1816 30 No Travel\_Rarely 1092 Research\_Development  
## 1818 26 Yes Travel\_Rarely 920 Human\_Resources  
## 1823 34 No Travel\_Rarely 810 Sales  
## 1839 18 No Non-Travel 1431 Research\_Development  
## 1847 36 No Travel\_Rarely 430 Research\_Development  
## 1854 42 No Non-Travel 355 Research\_Development  
## 1860 42 No Travel\_Rarely 1142 Research\_Development  
## 1867 48 No Travel\_Rarely 1224 Research\_Development  
## 1882 34 No Travel\_Rarely 1480 Sales  
## 1886 35 No Travel\_Rarely 219 Research\_Development  
## 1898 27 No Travel\_Rarely 511 Sales  
## 1912 31 No Travel\_Rarely 1079 Sales  
## 1916 31 No Travel\_Rarely 471 Research\_Development  
## 1918 26 No Travel\_Frequently 1096 Research\_Development  
## 1924 33 No Travel\_Rarely 217 Sales  
## 1928 29 Yes Travel\_Frequently 746 Sales  
## 1937 38 No Travel\_Frequently 1394 Research\_Development  
## 1947 28 No Non-Travel 1103 Research\_Development  
## 1949 36 No Non-Travel 1351 Research\_Development  
## 1966 32 No Travel\_Rarely 1373 Research\_Development  
## 1968 53 Yes Travel\_Rarely 1168 Sales  
## 1969 54 No Travel\_Rarely 155 Research\_Development  
## 1989 30 No Travel\_Rarely 911 Research\_Development  
## 2007 22 No Travel\_Rarely 581 Research\_Development  
## 2020 44 No Travel\_Rarely 1037 Research\_Development  
## 2022 39 No Non-Travel 105 Research\_Development  
## 2046 45 No Travel\_Rarely 374 Sales  
## 2060 26 No Travel\_Rarely 1167 Sales  
## 2065 49 No Travel\_Frequently 1023 Sales  
## DistanceFromHome Education EducationField  
## 11 24 Below\_College Life\_Sciences  
## 13 27 Bachelor Medical  
## 21 5 College Life\_Sciences  
## 22 16 College Medical  
## 35 8 Master Marketing  
## 39 2 Bachelor Medical  
## 47 3 College Marketing  
## 52 1 Bachelor Life\_Sciences  
## 56 8 Bachelor Life\_Sciences  
## 65 5 Master Technical\_Degree  
## 68 1 Doctor Marketing  
## 83 8 Bachelor Technical\_Degree  
## 96 1 Bachelor Life\_Sciences  
## 110 1 College Medical  
## 134 1 Below\_College Life\_Sciences  
## 148 26 Bachelor Human\_Resources  
## 160 22 College Marketing  
## 161 14 Master Life\_Sciences  
## 169 2 Below\_College Technical\_Degree  
## 183 28 Bachelor Life\_Sciences  
## 190 9 Bachelor Medical  
## 197 5 Bachelor Technical\_Degree  
## 202 26 Bachelor Medical  
## 206 9 Bachelor Life\_Sciences  
## 208 1 Below\_College Technical\_Degree  
## 211 7 Master Medical  
## 254 14 Master Medical  
## 262 7 Bachelor Medical  
## 271 2 Master Life\_Sciences  
## 281 19 College Medical  
## 284 5 Bachelor Life\_Sciences  
## 293 20 Bachelor Life\_Sciences  
## 298 6 Bachelor Life\_Sciences  
## 308 1 Master Medical  
## 312 1 Below\_College Medical  
## 329 2 Master Life\_Sciences  
## 331 1 Bachelor Life\_Sciences  
## 349 20 College Marketing  
## 351 2 Bachelor Medical  
## 353 1 Bachelor Life\_Sciences  
## 379 3 College Medical  
## 388 2 College Life\_Sciences  
## 399 5 Bachelor Marketing  
## 401 4 Master Marketing  
## 419 24 Master Life\_Sciences  
## 422 1 Master Life\_Sciences  
## 431 1 College Technical\_Degree  
## 447 5 Doctor Life\_Sciences  
## 449 1 Below\_College Marketing  
## 483 10 Master Life\_Sciences  
## 485 5 Bachelor Marketing  
## 493 9 Master Life\_Sciences  
## 514 4 Bachelor Technical\_Degree  
## 515 14 Bachelor Life\_Sciences  
## 522 5 College Medical  
## 523 4 Master Marketing  
## 550 18 Bachelor Medical  
## 554 1 Below\_College Technical\_Degree  
## 577 22 Bachelor Life\_Sciences  
## 604 2 Below\_College Life\_Sciences  
## 618 29 College Medical  
## 631 11 Master Other  
## 632 24 Bachelor Medical  
## 635 1 Master Life\_Sciences  
## 643 17 College Other  
## 650 13 Master Medical  
## 652 25 College Other  
## 662 1 Below\_College Life\_Sciences  
## 680 3 Bachelor Medical  
## 691 6 Master Life\_Sciences  
## 692 6 Bachelor Life\_Sciences  
## 698 19 Master Medical  
## 704 3 Bachelor Life\_Sciences  
## 714 3 Below\_College Medical  
## 722 10 Bachelor Marketing  
## 746 3 Bachelor Medical  
## 752 19 Bachelor Medical  
## 754 15 Bachelor Life\_Sciences  
## 780 1 Master Other  
## 786 2 Bachelor Other  
## 787 2 Bachelor Medical  
## 789 8 Master Life\_Sciences  
## 796 8 Bachelor Technical\_Degree  
## 797 1 Master Life\_Sciences  
## 804 2 Master Medical  
## 808 8 College Life\_Sciences  
## 832 16 Master Medical  
## 836 29 Bachelor Life\_Sciences  
## 843 14 College Life\_Sciences  
## 861 5 Master Life\_Sciences  
## 864 9 Bachelor Marketing  
## 867 25 Master Medical  
## 872 1 College Life\_Sciences  
## 879 3 Below\_College Other  
## 880 9 Bachelor Life\_Sciences  
## 887 1 Bachelor Technical\_Degree  
## 893 9 Bachelor Marketing  
## 902 1 Bachelor Life\_Sciences  
## 912 7 Below\_College Medical  
## 913 9 College Life\_Sciences  
## 945 20 Master Medical  
## 949 7 Master Other  
## 954 10 Master Marketing  
## 958 2 Master Medical  
## 994 10 Bachelor Life\_Sciences  
## 997 1 College Medical  
## 1001 16 Master Technical\_Degree  
## 1002 23 College Life\_Sciences  
## 1012 5 College Life\_Sciences  
## 1019 8 Below\_College Life\_Sciences  
## 1027 2 Master Life\_Sciences  
## 1033 11 College Medical  
## 1035 7 Below\_College Life\_Sciences  
## 1036 3 Master Life\_Sciences  
## 1044 8 Below\_College Life\_Sciences  
## 1068 1 Below\_College Medical  
## 1079 10 Bachelor Life\_Sciences  
## 1084 20 Bachelor Other  
## 1088 17 Below\_College Life\_Sciences  
## 1094 8 Doctor Life\_Sciences  
## 1108 25 Bachelor Medical  
## 1121 3 Bachelor Medical  
## 1132 9 Bachelor Life\_Sciences  
## 1133 18 Master Life\_Sciences  
## 1136 2 Below\_College Life\_Sciences  
## 1143 10 Bachelor Life\_Sciences  
## 1152 1 Bachelor Human\_Resources  
## 1164 8 Master Technical\_Degree  
## 1180 26 College Medical  
## 1182 2 Bachelor Life\_Sciences  
## 1195 7 Bachelor Medical  
## 1204 2 Bachelor Marketing  
## 1207 2 Bachelor Human\_Resources  
## 1215 2 Bachelor Medical  
## 1219 17 College Life\_Sciences  
## 1226 21 Bachelor Marketing  
## 1228 2 Master Technical\_Degree  
## 1238 9 Bachelor Medical  
## 1245 1 Master Life\_Sciences  
## 1250 3 Bachelor Life\_Sciences  
## 1259 4 College Life\_Sciences  
## 1273 24 Below\_College Life\_Sciences  
## 1281 2 Bachelor Marketing  
## 1285 19 Bachelor Medical  
## 1295 15 Bachelor Medical  
## 1308 23 Master Life\_Sciences  
## 1346 2 Bachelor Life\_Sciences  
## 1360 7 Master Medical  
## 1379 2 Bachelor Life\_Sciences  
## 1402 6 Bachelor Medical  
## 1407 2 Below\_College Medical  
## 1411 11 Bachelor Medical  
## 1419 17 Bachelor Other  
## 1422 1 Bachelor Medical  
## 1425 3 Master Marketing  
## 1440 5 College Technical\_Degree  
## 1465 29 Bachelor Technical\_Degree  
## 1471 5 Bachelor Life\_Sciences  
## 1529 16 Bachelor Life\_Sciences  
## 1553 1 Master Technical\_Degree  
## 1569 2 Bachelor Life\_Sciences  
## 1577 7 Master Medical  
## 1581 3 Bachelor Life\_Sciences  
## 1592 10 Bachelor Technical\_Degree  
## 1598 14 College Life\_Sciences  
## 1601 7 College Life\_Sciences  
## 1615 10 Master Life\_Sciences  
## 1624 3 College Medical  
## 1627 3 College Medical  
## 1633 4 Bachelor Medical  
## 1635 2 College Other  
## 1639 10 Bachelor Medical  
## 1655 22 Master Other  
## 1662 1 Master Medical  
## 1664 3 College Life\_Sciences  
## 1666 15 College Life\_Sciences  
## 1667 12 Master Other  
## 1668 1 Bachelor Life\_Sciences  
## 1669 5 Bachelor Medical  
## 1701 19 Bachelor Life\_Sciences  
## 1709 9 Master Medical  
## 1720 10 Bachelor Life\_Sciences  
## 1729 16 Below\_College Life\_Sciences  
## 1731 2 Master Marketing  
## 1736 24 Below\_College Technical\_Degree  
## 1739 19 Bachelor Life\_Sciences  
## 1747 8 Bachelor Human\_Resources  
## 1753 1 Bachelor Life\_Sciences  
## 1762 4 Bachelor Technical\_Degree  
## 1775 1 Master Medical  
## 1782 6 College Other  
## 1787 9 College Marketing  
## 1816 10 Bachelor Medical  
## 1818 20 College Medical  
## 1823 8 College Technical\_Degree  
## 1839 14 Bachelor Medical  
## 1847 2 Master Other  
## 1854 10 Master Technical\_Degree  
## 1860 8 Bachelor Life\_Sciences  
## 1867 10 Bachelor Life\_Sciences  
## 1882 4 Bachelor Life\_Sciences  
## 1886 16 College Other  
## 1898 2 College Medical  
## 1912 10 College Medical  
## 1916 4 Bachelor Medical  
## 1918 6 Bachelor Other  
## 1924 10 Master Marketing  
## 1928 24 Bachelor Technical\_Degree  
## 1937 8 Bachelor Medical  
## 1947 16 Bachelor Medical  
## 1949 9 Master Life\_Sciences  
## 1966 5 Master Life\_Sciences  
## 1968 24 Master Life\_Sciences  
## 1969 9 College Life\_Sciences  
## 1989 1 College Medical  
## 2007 1 College Life\_Sciences  
## 2020 1 Bachelor Medical  
## 2022 9 Bachelor Life\_Sciences  
## 2046 20 Bachelor Life\_Sciences  
## 2060 5 Bachelor Other  
## 2065 2 Bachelor Medical  
## EnvironmentSatisfaction Gender HourlyRate JobInvolvement JobLevel  
## 11 Very\_High Male 67 High 1  
## 13 High Male 94 High 2  
## 21 Low Male 80 Very\_High 1  
## 22 Very\_High Male 96 Very\_High 1  
## 35 High Male 48 High 2  
## 39 High Male 78 High 1  
## 47 Low Male 86 Medium 1  
## 52 High Female 42 Very\_High 2  
## 56 Very\_High Male 37 High 3  
## 65 High Male 50 High 1  
## 68 Medium Female 75 High 2  
## 83 High Female 59 High 3  
## 96 Medium Male 66 High 2  
## 110 Low Male 94 High 2  
## 134 Very\_High Male 71 High 1  
## 148 Very\_High Female 30 Very\_High 4  
## 160 High Male 95 High 2  
## 161 Medium Female 72 High 1  
## 169 High Male 100 High 1  
## 183 Low Male 41 Medium 2  
## 190 Low Female 41 High 1  
## 197 Very\_High Female 84 High 1  
## 202 Medium Female 54 High 2  
## 206 Medium Male 60 High 2  
## 208 Very\_High Male 41 High 2  
## 211 Medium Male 34 Medium 2  
## 254 High Male 61 Very\_High 5  
## 262 Very\_High Male 37 Very\_High 1  
## 271 Very\_High Male 88 High 2  
## 281 High Male 99 High 2  
## 284 Very\_High Male 60 Very\_High 1  
## 293 Very\_High Female 90 High 2  
## 298 Very\_High Female 75 High 3  
## 308 High Male 90 Low 2  
## 312 Medium Female 42 High 3  
## 329 Low Male 79 Medium 5  
## 331 Very\_High Male 62 Medium 1  
## 349 Very\_High Male 45 High 2  
## 351 Very\_High Female 56 Medium 1  
## 353 High Male 96 High 1  
## 379 Very\_High Male 100 Medium 1  
## 388 Medium Male 44 High 2  
## 399 Very\_High Female 84 High 1  
## 401 Very\_High Male 48 Medium 2  
## 419 Medium Female 47 High 2  
## 422 Very\_High Male 32 Low 2  
## 431 High Female 90 Medium 4  
## 447 Very\_High Male 42 High 5  
## 449 High Male 73 High 2  
## 483 Very\_High Female 46 Very\_High 1  
## 485 Very\_High Female 34 High 1  
## 493 High Male 42 Medium 1  
## 514 High Male 40 High 1  
## 515 Very\_High Female 95 High 1  
## 522 Low Male 86 High 5  
## 523 High Female 72 High 2  
## 550 High Female 87 High 2  
## 554 Low Female 62 High 1  
## 577 Very\_High Male 46 Low 1  
## 604 Medium Male 77 High 2  
## 618 Low Male 45 High 2  
## 631 Very\_High Male 60 Very\_High 2  
## 632 Very\_High Male 38 High 1  
## 635 Medium Female 65 High 2  
## 643 Very\_High Male 94 Medium 1  
## 650 Medium Male 46 High 2  
## 652 Low Male 54 Medium 2  
## 662 High Female 43 High 1  
## 680 High Female 71 High 1  
## 691 Medium Male 82 Low 2  
## 692 High Male 30 High 2  
## 698 High Male 88 High 3  
## 704 High Male 41 Medium 1  
## 714 Very\_High Female 71 Very\_High 2  
## 722 Very\_High Male 55 High 2  
## 746 Very\_High Female 49 High 4  
## 752 High Male 57 Very\_High 1  
## 754 Very\_High Male 47 Medium 2  
## 780 Very\_High Male 63 High 1  
## 786 Very\_High Male 60 High 2  
## 787 Very\_High Male 78 High 5  
## 789 Low Male 76 Medium 3  
## 796 Very\_High Male 38 Medium 2  
## 797 Medium Female 72 Very\_High 1  
## 804 High Female 86 Medium 1  
## 808 High Female 93 High 2  
## 832 Low Male 51 Medium 2  
## 836 Medium Male 98 High 2  
## 843 Medium Male 94 High 4  
## 861 Medium Male 75 Medium 1  
## 864 Very\_High Male 74 High 3  
## 867 High Female 81 Medium 4  
## 872 Very\_High Male 33 Medium 2  
## 879 High Male 98 High 2  
## 880 Very\_High Female 66 Medium 3  
## 887 High Female 36 High 1  
## 893 Medium Male 98 Medium 1  
## 902 Very\_High Female 33 High 2  
## 912 Low Female 62 Medium 1  
## 913 Medium Male 61 High 1  
## 945 Very\_High Male 51 High 1  
## 949 Medium Male 65 High 1  
## 954 Low Male 67 Medium 3  
## 958 High Male 79 High 1  
## 994 Very\_High Female 92 Medium 1  
## 997 Very\_High Male 66 High 4  
## 1001 High Female 37 High 1  
## 1002 Very\_High Male 42 High 2  
## 1012 Medium Male 73 High 1  
## 1019 Medium Male 94 Low 1  
## 1027 Low Female 47 High 2  
## 1033 Low Female 61 Low 2  
## 1035 Medium Female 55 Low 5  
## 1036 Medium Male 42 High 2  
## 1044 Medium Female 88 Medium 1  
## 1068 Low Female 66 Medium 1  
## 1079 High Female 36 Medium 1  
## 1084 High Male 85 High 2  
## 1088 High Female 65 Medium 3  
## 1094 Low Male 87 Low 1  
## 1108 Low Male 55 Medium 1  
## 1121 Very\_High Female 93 High 3  
## 1132 High Male 70 High 2  
## 1133 Low Male 78 High 2  
## 1136 Low Male 67 Medium 1  
## 1143 Very\_High Female 61 High 1  
## 1152 High Male 37 Very\_High 1  
## 1164 High Male 100 High 1  
## 1180 High Female 92 Medium 2  
## 1182 High Male 44 Medium 3  
## 1195 Low Female 83 High 1  
## 1204 High Female 69 High 4  
## 1207 Medium Male 99 High 1  
## 1215 Very\_High Female 30 High 4  
## 1219 Very\_High Female 97 High 1  
## 1226 High Male 43 Very\_High 1  
## 1228 Very\_High Male 60 High 2  
## 1238 Low Male 60 High 1  
## 1245 Very\_High Female 53 High 3  
## 1250 Very\_High Male 85 High 4  
## 1259 Low Male 76 High 1  
## 1273 High Male 73 Low 1  
## 1281 High Female 86 High 2  
## 1285 High Female 46 High 2  
## 1295 Low Female 73 High 3  
## 1308 Low Male 88 High 1  
## 1346 High Male 98 High 2  
## 1360 High Female 53 Medium 3  
## 1379 High Female 90 Medium 1  
## 1402 Low Female 73 Medium 2  
## 1407 Low Male 36 Medium 1  
## 1411 Low Female 94 High 1  
## 1419 Medium Male 51 Medium 3  
## 1422 Very\_High Female 54 High 4  
## 1425 Low Female 99 High 2  
## 1440 High Male 84 Very\_High 1  
## 1465 Medium Male 55 High 3  
## 1471 High Male 90 Medium 1  
## 1529 Very\_High Female 91 Medium 3  
## 1553 Low Male 66 High 3  
## 1569 Low Female 69 High 1  
## 1577 Low Male 35 High 1  
## 1581 Low Female 89 High 1  
## 1592 Very\_High Male 45 Very\_High 1  
## 1598 Very\_High Female 84 High 2  
## 1601 High Male 63 Medium 1  
## 1615 High Male 42 Very\_High 2  
## 1624 Medium Female 70 High 1  
## 1627 High Male 76 Medium 2  
## 1633 Low Female 81 High 2  
## 1635 Very\_High Female 59 Medium 2  
## 1639 Very\_High Male 55 Medium 3  
## 1655 Low Female 72 High 4  
## 1662 Very\_High Female 33 Medium 2  
## 1664 Very\_High Male 79 Very\_High 2  
## 1666 High Male 65 Medium 4  
## 1667 Very\_High Male 36 High 2  
## 1668 Very\_High Male 90 High 2  
## 1669 Low Male 43 Medium 2  
## 1701 Medium Female 35 Medium 1  
## 1709 Very\_High Female 43 High 1  
## 1720 Low Male 56 High 1  
## 1729 Medium Male 33 High 1  
## 1731 High Male 87 High 2  
## 1736 Very\_High Female 30 High 2  
## 1739 Very\_High Male 80 Low 3  
## 1747 High Female 66 Medium 1  
## 1753 Very\_High Male 70 Very\_High 2  
## 1762 Very\_High Female 91 Medium 1  
## 1775 Low Female 60 Medium 4  
## 1782 Very\_High Female 40 Medium 1  
## 1787 Medium Male 46 Medium 2  
## 1816 Low Female 64 High 3  
## 1818 Very\_High Female 69 High 1  
## 1823 Medium Male 92 Very\_High 2  
## 1839 Medium Female 33 High 1  
## 1847 Very\_High Female 73 High 2  
## 1854 High Male 38 High 1  
## 1860 Very\_High Male 81 High 1  
## 1867 Very\_High Male 91 Medium 5  
## 1882 High Male 64 High 3  
## 1886 Very\_High Female 44 Medium 2  
## 1898 Low Female 89 Very\_High 2  
## 1912 High Female 86 High 2  
## 1916 Low Female 62 Very\_High 1  
## 1918 High Male 61 Very\_High 1  
## 1924 Medium Male 43 High 2  
## 1928 High Male 45 Very\_High 1  
## 1937 Very\_High Female 58 Medium 2  
## 1947 High Male 49 High 1  
## 1949 Low Male 66 Very\_High 1  
## 1966 Very\_High Male 56 Medium 2  
## 1968 Low Male 66 High 3  
## 1969 Low Female 67 High 2  
## 1989 Very\_High Male 76 High 1  
## 2007 Very\_High Male 63 High 1  
## 2020 Medium Male 42 High 1  
## 2022 Very\_High Male 87 High 5  
## 2046 Very\_High Female 50 High 2  
## 2060 Very\_High Female 30 Medium 1  
## 2065 Very\_High Male 63 Medium 2  
## JobRole JobSatisfaction MaritalStatus MonthlyIncome  
## 11 Laboratory\_Technician High Divorced 2693  
## 13 Healthcare\_Representative High Married 5237  
## 21 Research\_Scientist Medium Divorced 3298  
## 22 Laboratory\_Technician Very\_High Divorced 2935  
## 35 Sales\_Executive Medium Married 6825  
## 39 Laboratory\_Technician Very\_High Single 2496  
## 47 Sales\_Representative High Married 2683  
## 52 Sales\_Executive Low Married 5376  
## 56 Sales\_Executive High Single 8726  
## 65 Laboratory\_Technician High Single 3441  
## 68 Sales\_Executive Low Divorced 5454  
## 83 Healthcare\_Representative High Divorced 10096  
## 96 Research\_Scientist Medium Married 6220  
## 110 Manufacturing\_Director Medium Married 4325  
## 134 Research\_Scientist Low Single 2956  
## 148 Manager Very\_High Single 17328  
## 160 Sales\_Executive Medium Married 6146  
## 161 Research\_Scientist Medium Married 4963  
## 169 Laboratory\_Technician Very\_High Married 2523  
## 183 Sales\_Executive High Married 8639  
## 190 Laboratory\_Technician Low Single 4200  
## 197 Research\_Scientist Low Divorced 3204  
## 202 Research\_Scientist Medium Divorced 5605  
## 206 Laboratory\_Technician Medium Divorced 2348  
## 208 Manufacturing\_Director High Married 4319  
## 211 Manufacturing\_Director High Married 6132  
## 254 Research\_Director Medium Single 18722  
## 262 Research\_Scientist Very\_High Divorced 2089  
## 271 Manufacturing\_Director High Married 6553  
## 281 Laboratory\_Technician Very\_High Married 2741  
## 284 Research\_Scientist Medium Divorced 2328  
## 293 Sales\_Executive High Single 9981  
## 298 Manager Very\_High Single 13591  
## 308 Manufacturing\_Director High Married 4345  
## 312 Sales\_Executive Very\_High Married 7918  
## 329 Manager High Single 19068  
## 331 Laboratory\_Technician High Single 3730  
## 349 Sales\_Executive Very\_High Divorced 6931  
## 351 Laboratory\_Technician Low Divorced 2593  
## 353 Research\_Scientist Very\_High Married 2723  
## 379 Research\_Scientist High Single 3230  
## 388 Sales\_Executive Very\_High Single 4554  
## 399 Sales\_Representative Medium Divorced 2789  
## 401 Sales\_Executive Very\_High Single 5828  
## 419 Laboratory\_Technician Medium Married 5674  
## 422 Healthcare\_Representative High Divorced 5660  
## 431 Healthcare\_Representative High Single 13964  
## 447 Research\_Director High Married 18300  
## 449 Sales\_Executive Medium Married 6349  
## 483 Laboratory\_Technician High Married 2213  
## 485 Sales\_Representative High Single 2851  
## 493 Research\_Scientist Medium Single 2657  
## 514 Research\_Scientist Very\_High Single 2285  
## 515 Laboratory\_Technician Low Divorced 3034  
## 522 Research\_Director Low Married 19406  
## 523 Sales\_Executive High Married 6538  
## 550 Manufacturing\_Director High Divorced 4810  
## 554 Sales\_Representative Medium Single 3202  
## 577 Laboratory\_Technician High Single 4230  
## 604 Sales\_Executive Very\_High Single 6582  
## 618 Sales\_Executive High Divorced 4306  
## 631 Sales\_Executive High Married 4707  
## 632 Sales\_Representative Very\_High Married 2400  
## 635 Manufacturing\_Director Medium Married 6447  
## 643 Laboratory\_Technician Medium Married 2127  
## 650 Sales\_Executive Low Divorced 4233  
## 652 Laboratory\_Technician Very\_High Single 3681  
## 662 Research\_Scientist Low Single 2619  
## 680 Research\_Scientist High Divorced 2083  
## 691 Research\_Scientist Very\_High Single 6646  
## 692 Healthcare\_Representative Very\_High Divorced 7725  
## 698 Human\_Resources Medium Married 10725  
## 704 Laboratory\_Technician High Married 1281  
## 714 Sales\_Executive Very\_High Divorced 4647  
## 722 Sales\_Executive Very\_High Single 5396  
## 746 Sales\_Executive High Divorced 13770  
## 752 Research\_Scientist High Divorced 2759  
## 754 Sales\_Executive Very\_High Married 6804  
## 780 Research\_Scientist Very\_High Single 2686  
## 786 Sales\_Executive Very\_High Single 6274  
## 787 Manager Low Married 19859  
## 789 Sales\_Executive Low Single 7587  
## 796 Sales\_Executive Low Single 5326  
## 797 Research\_Scientist Very\_High Single 3280  
## 804 Research\_Scientist Low Single 4381  
## 808 Sales\_Executive Low Married 6500  
## 832 Laboratory\_Technician High Single 5094  
## 836 Manufacturing\_Director Medium Married 4434  
## 843 Research\_Director Low Married 17159  
## 861 Research\_Scientist Very\_High Divorced 3761  
## 864 Sales\_Executive Low Divorced 10761  
## 867 Manufacturing\_Director Very\_High Married 13826  
## 872 Manufacturing\_Director Very\_High Married 4775  
## 879 Sales\_Executive Low Married 4194  
## 880 Manufacturing\_Director High Married 10685  
## 887 Research\_Scientist Low Married 3580  
## 893 Sales\_Representative Medium Married 2899  
## 902 Healthcare\_Representative Very\_High Married 5562  
## 912 Laboratory\_Technician Very\_High Divorced 2532  
## 913 Research\_Scientist Low Married 2559  
## 945 Research\_Scientist High Married 2259  
## 949 Research\_Scientist Very\_High Single 4678  
## 954 Sales\_Executive Medium Divorced 9705  
## 958 Laboratory\_Technician High Single 2519  
## 994 Research\_Scientist Low Single 2404  
## 997 Research\_Director Very\_High Divorced 17399  
## 1001 Laboratory\_Technician Medium Married 2811  
## 1002 Laboratory\_Technician Low Married 3633  
## 1012 Research\_Scientist Very\_High Single 1051  
## 1019 Laboratory\_Technician Low Married 2451  
## 1027 Manufacturing\_Director Very\_High Married 4227  
## 1033 Healthcare\_Representative Medium Married 4777  
## 1035 Research\_Director High Divorced 19973  
## 1036 Sales\_Executive Very\_High Single 6861  
## 1044 Sales\_Representative Very\_High Single 2342  
## 1068 Research\_Scientist High Divorced 2007  
## 1079 Laboratory\_Technician Low Single 1416  
## 1084 Manufacturing\_Director Low Married 9957  
## 1088 Healthcare\_Representative High Married 8823  
## 1094 Laboratory\_Technician High Married 4621  
## 1108 Research\_Scientist Medium Single 2313  
## 1121 Manufacturing\_Director Medium Divorced 7655  
## 1132 Laboratory\_Technician Medium Single 6782  
## 1133 Manufacturing\_Director Very\_High Single 7779  
## 1136 Research\_Scientist Medium Married 3201  
## 1143 Research\_Scientist Medium Divorced 3291  
## 1152 Human\_Resources High Married 2844  
## 1164 Human\_Resources High Single 4323  
## 1180 Research\_Scientist Very\_High Married 4422  
## 1182 Manufacturing\_Director Medium Divorced 10274  
## 1195 Research\_Scientist High Married 4477  
## 1204 Manager Low Married 17048  
## 1207 Human\_Resources High Married 3600  
## 1215 Manager Low Married 17856  
## 1219 Laboratory\_Technician Medium Married 2210  
## 1226 Sales\_Representative Very\_High Single 2678  
## 1228 Manufacturing\_Director Very\_High Divorced 7379  
## 1238 Research\_Scientist Very\_High Married 2781  
## 1245 Manufacturing\_Director High Divorced 10502  
## 1250 Research\_Director Very\_High Married 17779  
## 1259 Research\_Scientist High Divorced 2517  
## 1273 Sales\_Representative Very\_High Single 1118  
## 1281 Sales\_Executive Low Single 4538  
## 1285 Laboratory\_Technician Medium Divorced 4444  
## 1295 Healthcare\_Representative Very\_High Married 7978  
## 1308 Research\_Scientist High Divorced 2372  
## 1346 Research\_Scientist Very\_High Single 4661  
## 1360 Manufacturing\_Director Low Married 10008  
## 1379 Sales\_Representative Very\_High Single 2785  
## 1402 Research\_Scientist High Single 4081  
## 1407 Research\_Scientist Very\_High Single 3904  
## 1411 Laboratory\_Technician High Single 3629  
## 1419 Human\_Resources Low Single 7988  
## 1422 Research\_Director Very\_High Single 17328  
## 1425 Sales\_Executive Medium Single 9278  
## 1440 Laboratory\_Technician High Single 3500  
## 1465 Manufacturing\_Director Very\_High Married 9380  
## 1471 Laboratory\_Technician High Single 3162  
## 1529 Healthcare\_Representative Medium Single 8606  
## 1553 Healthcare\_Representative Medium Divorced 7441  
## 1569 Laboratory\_Technician Low Divorced 2074  
## 1577 Research\_Scientist Very\_High Single 2972  
## 1581 Research\_Scientist Very\_High Married 2061  
## 1592 Research\_Scientist High Married 2073  
## 1598 Sales\_Executive Low Married 4639  
## 1601 Laboratory\_Technician Very\_High Married 2690  
## 1615 Manufacturing\_Director Very\_High Divorced 4724  
## 1624 Sales\_Representative Very\_High Single 1569  
## 1627 Laboratory\_Technician High Divorced 3069  
## 1633 Manufacturing\_Director High Single 5042  
## 1635 Manufacturing\_Director Very\_High Divorced 5770  
## 1639 Sales\_Executive Low Married 10306  
## 1655 Research\_Director Medium Married 16413  
## 1662 Manufacturing\_Director High Married 4374  
## 1664 Healthcare\_Representative Low Divorced 6842  
## 1666 Research\_Director High Married 17603  
## 1667 Sales\_Executive Very\_High Single 4581  
## 1668 Research\_Scientist Very\_High Married 4735  
## 1669 Sales\_Executive Medium Divorced 4187  
## 1701 Research\_Scientist Very\_High Married 2929  
## 1709 Laboratory\_Technician High Married 2974  
## 1720 Research\_Scientist High Married 3433  
## 1729 Research\_Scientist Very\_High Married 2862  
## 1731 Sales\_Executive Medium Married 4978  
## 1736 Manufacturing\_Director Very\_High Single 5238  
## 1739 Sales\_Executive High Married 9610  
## 1747 Human\_Resources Very\_High Divorced 2180  
## 1753 Healthcare\_Representative High Single 6294  
## 1762 Research\_Scientist Low Divorced 2109  
## 1775 Manufacturing\_Director High Married 12965  
## 1782 Laboratory\_Technician High Married 3702  
## 1787 Sales\_Executive Medium Married 4189  
## 1816 Manufacturing\_Director High Single 9667  
## 1818 Human\_Resources Medium Married 2148  
## 1823 Sales\_Executive High Married 6799  
## 1839 Research\_Scientist High Single 1514  
## 1847 Research\_Scientist Medium Married 6962  
## 1854 Research\_Scientist High Married 2936  
## 1860 Laboratory\_Technician High Single 3968  
## 1867 Research\_Director Medium Married 19665  
## 1882 Sales\_Executive Very\_High Married 9713  
## 1886 Manufacturing\_Director Medium Married 4788  
## 1898 Sales\_Executive High Single 6500  
## 1912 Sales\_Executive Very\_High Divorced 6583  
## 1916 Laboratory\_Technician High Divorced 3978  
## 1918 Laboratory\_Technician Very\_High Married 2544  
## 1924 Sales\_Executive High Single 5487  
## 1928 Sales\_Representative Low Single 1091  
## 1937 Research\_Scientist Medium Divorced 2133  
## 1947 Research\_Scientist High Single 2144  
## 1949 Laboratory\_Technician Medium Married 2810  
## 1966 Manufacturing\_Director Very\_High Single 9679  
## 1968 Sales\_Executive Low Single 10448  
## 1969 Research\_Scientist High Married 2897  
## 1989 Laboratory\_Technician Medium Married 3748  
## 2007 Research\_Scientist High Single 3375  
## 2020 Research\_Scientist Very\_High Single 2436  
## 2022 Manager Very\_High Single 19431  
## 2046 Sales\_Executive High Single 4850  
## 2060 Sales\_Representative High Single 2966  
## 2065 Sales\_Executive Medium Married 5390  
## MonthlyRate NumCompaniesWorked OverTime PercentSalaryHike  
## 11 13335 1 No 22  
## 13 16577 6 No 13  
## 21 15053 0 Yes 12  
## 22 7324 1 Yes 13  
## 35 21173 0 No 11  
## 39 6670 4 No 11  
## 47 3810 1 Yes 14  
## 52 3193 2 No 19  
## 56 2975 1 No 15  
## 65 11179 1 Yes 13  
## 68 4009 5 Yes 21  
## 83 8202 1 No 13  
## 96 7346 1 No 17  
## 110 17736 1 No 15  
## 134 15178 1 No 13  
## 148 13871 2 Yes 12  
## 160 15480 0 No 13  
## 161 4510 9 Yes 18  
## 169 19299 0 No 14  
## 183 24835 2 No 18  
## 190 10224 7 No 22  
## 197 10415 5 No 14  
## 202 8504 1 No 11  
## 206 10901 8 No 18  
## 208 26283 1 No 13  
## 211 13983 2 No 17  
## 254 13339 8 No 11  
## 262 5228 4 No 14  
## 271 7259 9 No 14  
## 281 16523 8 Yes 15  
## 284 12392 1 Yes 16  
## 293 12916 1 No 14  
## 298 14674 3 Yes 18  
## 308 4381 0 No 12  
## 312 6599 1 No 14  
## 329 21030 1 Yes 18  
## 331 9571 0 Yes 14  
## 349 10732 2 No 14  
## 351 8007 0 Yes 11  
## 353 23231 1 No 11  
## 379 10531 1 No 17  
## 388 20260 1 No 18  
## 399 3909 1 No 11  
## 401 8450 1 Yes 12  
## 419 6927 7 No 15  
## 422 17056 2 Yes 13  
## 431 17810 7 Yes 12  
## 447 16375 4 No 11  
## 449 22107 0 Yes 13  
## 483 22495 3 Yes 13  
## 485 9150 1 Yes 13  
## 493 7551 0 Yes 16  
## 514 3427 9 Yes 23  
## 515 26914 1 No 12  
## 522 8509 4 No 11  
## 523 12740 9 No 15  
## 550 26314 2 No 14  
## 554 21972 1 Yes 16  
## 577 19225 0 No 15  
## 604 8346 4 Yes 13  
## 618 4267 5 No 12  
## 631 23914 8 No 12  
## 632 5530 0 No 13  
## 635 15701 6 No 12  
## 643 9100 1 No 21  
## 650 11512 2 No 17  
## 652 14004 4 No 14  
## 662 14561 3 No 17  
## 680 22653 1 No 20  
## 691 19368 1 No 13  
## 692 5335 3 No 23  
## 698 6729 2 No 15  
## 704 16900 1 No 18  
## 714 16673 1 Yes 20  
## 722 21703 1 No 12  
## 746 10225 9 Yes 12  
## 752 20366 6 Yes 12  
## 754 23683 3 No 18  
## 780 5207 1 Yes 13  
## 786 18686 1 No 22  
## 787 21199 5 Yes 13  
## 789 14229 1 No 15  
## 796 3064 6 No 17  
## 797 13551 2 No 16  
## 804 7530 1 No 11  
## 808 13305 5 No 17  
## 832 11983 6 No 14  
## 836 11806 1 No 13  
## 843 5200 6 No 24  
## 861 2373 9 No 12  
## 864 19239 4 Yes 12  
## 867 19028 3 No 22  
## 872 19146 6 No 22  
## 879 14363 1 Yes 18  
## 880 23457 1 Yes 20  
## 887 10554 2 No 16  
## 893 12102 0 No 19  
## 902 21782 4 No 13  
## 912 6054 6 No 14  
## 913 7508 1 Yes 13  
## 945 5543 4 No 17  
## 949 23293 2 No 18  
## 954 20652 2 No 12  
## 958 12287 4 No 21  
## 994 11479 6 Yes 20  
## 997 6615 9 No 22  
## 1001 12086 9 No 14  
## 1002 14039 1 Yes 15  
## 1012 13493 1 No 15  
## 1019 6881 1 No 15  
## 1027 4658 0 No 18  
## 1033 14382 5 No 15  
## 1035 20284 1 No 22  
## 1036 4981 8 Yes 12  
## 1044 21437 0 No 19  
## 1068 25265 1 No 13  
## 1079 17258 1 No 13  
## 1084 9096 0 No 15  
## 1088 24608 0 No 18  
## 1094 5869 1 No 19  
## 1108 2993 4 Yes 20  
## 1121 8039 0 No 17  
## 1132 8770 9 No 15  
## 1133 23238 2 No 20  
## 1136 19911 0 No 17  
## 1143 17940 0 No 14  
## 1152 6004 1 No 13  
## 1164 7108 1 No 17  
## 1180 21203 3 Yes 13  
## 1182 19588 2 No 18  
## 1195 20100 4 Yes 19  
## 1204 24097 8 No 23  
## 1207 8429 1 No 13  
## 1215 9490 2 No 22  
## 1219 3372 1 No 13  
## 1226 5050 1 No 17  
## 1228 17433 2 No 11  
## 1238 6311 0 No 13  
## 1245 9659 7 No 17  
## 1250 23474 3 No 14  
## 1259 3208 1 No 11  
## 1273 8040 1 Yes 14  
## 1281 6039 0 Yes 12  
## 1285 22534 4 No 13  
## 1295 14075 1 No 11  
## 1308 26076 1 No 12  
## 1346 22455 1 No 13  
## 1360 12023 7 Yes 14  
## 1379 11882 7 No 14  
## 1402 20003 1 Yes 14  
## 1407 4050 0 No 12  
## 1411 19106 4 No 18  
## 1419 9769 1 No 13  
## 1422 5652 6 No 19  
## 1425 20763 3 Yes 16  
## 1440 25470 0 No 14  
## 1465 14720 4 Yes 18  
## 1471 7973 3 No 14  
## 1529 21195 1 No 19  
## 1553 20933 1 No 12  
## 1569 26619 1 Yes 12  
## 1577 22061 1 No 13  
## 1581 11133 1 No 21  
## 1592 12826 2 No 16  
## 1598 11262 1 No 15  
## 1601 7713 1 No 18  
## 1615 17000 1 No 13  
## 1624 18420 1 Yes 12  
## 1627 10302 0 No 15  
## 1633 3140 0 No 13  
## 1635 5388 1 No 19  
## 1639 21530 9 No 17  
## 1655 3498 3 No 16  
## 1662 15411 0 No 15  
## 1664 26308 6 No 20  
## 1666 3525 1 No 24  
## 1667 10414 3 Yes 24  
## 1668 9867 7 No 15  
## 1669 3356 1 Yes 13  
## 1701 20338 1 No 12  
## 1709 25412 9 No 17  
## 1720 17360 6 No 13  
## 1729 3811 1 No 12  
## 1731 3536 7 No 11  
## 1736 6670 2 No 20  
## 1739 3840 3 No 13  
## 1747 9732 6 No 11  
## 1753 23060 8 Yes 12  
## 1762 10007 1 No 13  
## 1775 22308 4 Yes 20  
## 1782 16376 1 No 11  
## 1787 8800 1 No 14  
## 1816 2739 9 No 14  
## 1818 6889 0 Yes 11  
## 1823 22128 1 No 21  
## 1839 8018 1 No 16  
## 1847 19573 4 Yes 22  
## 1854 6161 3 No 22  
## 1860 13624 4 No 13  
## 1867 13583 4 No 12  
## 1882 24444 2 Yes 13  
## 1886 25388 0 Yes 11  
## 1898 26997 0 No 14  
## 1912 20115 2 Yes 11  
## 1916 16031 8 No 12  
## 1918 7102 0 No 18  
## 1924 10410 1 No 14  
## 1928 10642 1 No 17  
## 1937 18115 1 Yes 16  
## 1947 2122 1 No 14  
## 1949 9238 1 No 22  
## 1966 10138 8 No 24  
## 1968 5843 6 Yes 13  
## 1969 22474 3 No 11  
## 1989 4077 1 No 13  
## 2007 17624 0 No 12  
## 2020 13422 6 Yes 12  
## 2022 15302 2 No 13  
## 2046 23333 8 No 15  
## 2060 21378 0 No 18  
## 2065 13243 2 No 14  
## PerformanceRating RelationshipSatisfaction StockOptionLevel  
## 11 Outstanding Medium 1  
## 13 Excellent Medium 2  
## 21 Excellent Very\_High 2  
## 22 Excellent Medium 2  
## 35 Excellent Very\_High 1  
## 39 Excellent Very\_High 0  
## 47 Excellent High 0  
## 52 Excellent Low 2  
## 56 Excellent Very\_High 0  
## 65 Excellent High 0  
## 68 Outstanding High 1  
## 83 Excellent Medium 3  
## 96 Excellent Medium 2  
## 110 Excellent High 0  
## 134 Excellent Very\_High 0  
## 148 Excellent High 0  
## 160 Excellent Low 1  
## 161 Excellent Low 3  
## 169 Excellent High 1  
## 183 Excellent Very\_High 0  
## 190 Outstanding Low 0  
## 197 Excellent Very\_High 1  
## 202 Excellent Low 1  
## 206 Excellent High 1  
## 208 Excellent Low 1  
## 211 Excellent High 0  
## 254 Excellent Very\_High 0  
## 262 Excellent Very\_High 3  
## 271 Excellent Medium 0  
## 281 Excellent High 1  
## 284 Excellent Low 1  
## 293 Excellent Very\_High 0  
## 298 Excellent High 0  
## 308 Excellent Very\_High 1  
## 312 Excellent Very\_High 1  
## 329 Excellent Very\_High 0  
## 331 Excellent Very\_High 0  
## 349 Excellent Very\_High 1  
## 351 Excellent High 1  
## 353 Excellent Medium 0  
## 379 Excellent Low 0  
## 388 Excellent Low 0  
## 399 Excellent High 1  
## 401 Excellent Medium 0  
## 419 Excellent High 1  
## 422 Excellent Very\_High 1  
## 431 Excellent Very\_High 0  
## 447 Excellent Medium 1  
## 449 Excellent Very\_High 1  
## 483 Excellent High 1  
## 485 Excellent Medium 0  
## 493 Excellent Very\_High 0  
## 514 Outstanding High 0  
## 515 Excellent High 1  
## 522 Excellent High 1  
## 523 Excellent Low 1  
## 550 Excellent High 1  
## 554 Excellent Medium 0  
## 577 Excellent High 0  
## 604 Excellent High 0  
## 618 Excellent Low 2  
## 631 Excellent Very\_High 0  
## 632 Excellent High 2  
## 635 Excellent Medium 1  
## 643 Outstanding Very\_High 1  
## 650 Excellent High 0  
## 652 Excellent Very\_High 0  
## 662 Excellent Very\_High 0  
## 680 Outstanding High 1  
## 691 Excellent Medium 0  
## 692 Outstanding High 1  
## 698 Excellent High 1  
## 704 Excellent High 2  
## 714 Outstanding Medium 2  
## 722 Excellent Very\_High 0  
## 746 Excellent Very\_High 2  
## 752 Excellent Very\_High 0  
## 754 Excellent High 1  
## 780 Excellent High 0  
## 786 Outstanding High 0  
## 787 Excellent Very\_High 1  
## 789 Excellent Medium 0  
## 796 Excellent High 0  
## 797 Excellent High 0  
## 804 Excellent High 0  
## 808 Excellent Medium 1  
## 832 Excellent Very\_High 0  
## 836 Excellent Very\_High 1  
## 843 Outstanding High 1  
## 861 Excellent Medium 1  
## 864 Excellent High 1  
## 867 Outstanding High 0  
## 872 Outstanding Low 2  
## 879 Excellent Very\_High 0  
## 880 Outstanding Medium 1  
## 887 Excellent Medium 1  
## 893 Excellent Very\_High 1  
## 902 Excellent Medium 1  
## 912 Excellent High 3  
## 913 Excellent Very\_High 0  
## 945 Excellent Low 2  
## 949 Excellent High 0  
## 954 Excellent Medium 1  
## 958 Outstanding High 0  
## 994 Outstanding High 0  
## 997 Outstanding High 1  
## 1001 Excellent Medium 1  
## 1002 Excellent High 1  
## 1012 Excellent Very\_High 0  
## 1019 Excellent Low 1  
## 1027 Excellent Medium 1  
## 1033 Excellent Low 0  
## 1035 Outstanding Medium 2  
## 1036 Excellent High 0  
## 1044 Excellent Very\_High 0  
## 1068 Excellent High 2  
## 1079 Excellent Low 0  
## 1084 Excellent High 1  
## 1088 Excellent Low 1  
## 1094 Excellent Very\_High 3  
## 1108 Outstanding Medium 0  
## 1121 Excellent Medium 3  
## 1132 Excellent High 0  
## 1133 Outstanding Low 0  
## 1136 Excellent Low 0  
## 1143 Excellent Very\_High 2  
## 1152 Excellent Very\_High 1  
## 1164 Excellent Medium 0  
## 1180 Excellent Very\_High 1  
## 1182 Excellent Medium 1  
## 1195 Excellent High 1  
## 1204 Outstanding Low 0  
## 1207 Excellent Very\_High 1  
## 1215 Outstanding High 1  
## 1219 Excellent Low 1  
## 1226 Excellent Very\_High 0  
## 1228 Excellent High 1  
## 1238 Excellent Medium 1  
## 1245 Excellent Low 1  
## 1250 Excellent Low 0  
## 1259 Excellent Medium 3  
## 1273 Excellent Very\_High 0  
## 1281 Excellent Very\_High 0  
## 1285 Excellent High 2  
## 1295 Excellent Very\_High 1  
## 1308 Excellent Very\_High 2  
## 1346 Excellent High 0  
## 1360 Excellent Very\_High 0  
## 1379 Excellent High 0  
## 1402 Excellent Low 0  
## 1407 Excellent Very\_High 0  
## 1411 Excellent Low 0  
## 1419 Excellent Low 0  
## 1422 Excellent Very\_High 0  
## 1425 Excellent Very\_High 0  
## 1440 Excellent Low 0  
## 1465 Excellent Very\_High 2  
## 1471 Excellent Very\_High 0  
## 1529 Excellent Very\_High 0  
## 1553 Excellent Low 3  
## 1569 Excellent Very\_High 1  
## 1577 Excellent High 0  
## 1581 Outstanding Low 0  
## 1592 Excellent Very\_High 1  
## 1598 Excellent High 1  
## 1601 Excellent Very\_High 1  
## 1615 Excellent Low 1  
## 1624 Excellent High 0  
## 1627 Excellent Very\_High 1  
## 1633 Excellent Very\_High 0  
## 1635 Excellent Low 2  
## 1639 Excellent High 0  
## 1655 Excellent Medium 2  
## 1662 Excellent High 0  
## 1664 Outstanding Low 1  
## 1666 Outstanding Low 1  
## 1667 Outstanding Low 0  
## 1668 Excellent Very\_High 2  
## 1669 Excellent Medium 1  
## 1701 Excellent Medium 0  
## 1709 Excellent High 1  
## 1720 Excellent Low 1  
## 1729 Excellent Medium 1  
## 1731 Excellent Very\_High 1  
## 1736 Outstanding Very\_High 0  
## 1739 Excellent High 1  
## 1747 Excellent High 1  
## 1753 Excellent Very\_High 0  
## 1762 Excellent High 1  
## 1775 Outstanding Very\_High 3  
## 1782 Excellent Medium 1  
## 1787 Excellent Low 2  
## 1816 Excellent Medium 0  
## 1818 Excellent High 0  
## 1823 Outstanding High 2  
## 1839 Excellent High 0  
## 1847 Outstanding Very\_High 1  
## 1854 Outstanding Medium 2  
## 1860 Excellent Very\_High 0  
## 1867 Excellent Very\_High 0  
## 1882 Excellent Very\_High 3  
## 1886 Excellent Very\_High 0  
## 1898 Excellent Medium 0  
## 1912 Excellent Very\_High 1  
## 1916 Excellent Medium 1  
## 1918 Excellent Low 1  
## 1924 Excellent Medium 0  
## 1928 Excellent Very\_High 0  
## 1937 Excellent High 1  
## 1947 Excellent High 0  
## 1949 Outstanding Medium 0  
## 1966 Outstanding Medium 0  
## 1968 Excellent Medium 0  
## 1969 Excellent High 2  
## 1989 Excellent High 0  
## 2007 Excellent Very\_High 0  
## 2020 Excellent High 0  
## 2022 Excellent High 0  
## 2046 Excellent High 0  
## 2060 Excellent Very\_High 0  
## 2065 Excellent Very\_High 0  
## TotalWorkingYears TrainingTimesLastYear WorkLifeBalance  
## 11 1 2 Better  
## 13 17 3 Good  
## 21 7 5 Good  
## 22 1 2 Good  
## 35 10 2 Better  
## 39 7 3 Better  
## 47 3 2 Better  
## 52 10 3 Better  
## 56 9 0 Better  
## 65 2 3 Good  
## 68 9 2 Good  
## 83 17 2 Better  
## 96 10 3 Better  
## 110 5 2 Better  
## 134 1 2 Better  
## 148 23 3 Better  
## 160 8 2 Best  
## 161 7 2 Better  
## 169 3 2 Better  
## 183 6 3 Better  
## 190 10 2 Best  
## 197 8 3 Better  
## 202 20 2 Better  
## 206 20 2 Bad  
## 208 10 1 Better  
## 211 10 2 Better  
## 254 36 3 Better  
## 262 7 3 Best  
## 271 14 3 Better  
## 281 15 2 Best  
## 284 4 2 Good  
## 293 7 2 Better  
## 298 16 3 Better  
## 308 6 2 Better  
## 312 11 5 Better  
## 329 33 2 Best  
## 331 4 2 Bad  
## 349 10 2 Better  
## 351 10 4 Better  
## 353 1 0 Good  
## 379 3 4 Best  
## 388 10 3 Good  
## 399 2 5 Good  
## 401 8 0 Better  
## 419 11 3 Better  
## 422 12 2 Better  
## 431 25 2 Better  
## 447 21 2 Better  
## 449 6 0 Better  
## 483 10 3 Better  
## 485 1 2 Better  
## 493 3 5 Better  
## 514 3 4 Better  
## 515 18 2 Good  
## 522 24 4 Good  
## 523 6 3 Better  
## 550 19 5 Good  
## 554 6 4 Better  
## 577 6 2 Better  
## 604 10 2 Best  
## 618 8 5 Better  
## 631 6 2 Better  
## 632 3 3 Better  
## 635 8 2 Good  
## 643 1 2 Better  
## 650 9 2 Bad  
## 652 9 3 Better  
## 662 8 3 Good  
## 680 1 2 Better  
## 691 17 3 Better  
## 692 15 2 Bad  
## 698 16 1 Best  
## 704 1 3 Better  
## 714 6 3 Better  
## 722 10 2 Good  
## 746 28 2 Good  
## 752 7 2 Better  
## 754 7 5 Better  
## 780 10 2 Good  
## 786 6 5 Better  
## 787 24 2 Better  
## 789 10 1 Better  
## 796 6 2 Good  
## 797 10 2 Better  
## 804 6 3 Better  
## 808 6 1 Better  
## 832 10 6 Better  
## 836 10 3 Good  
## 843 22 3 Better  
## 861 10 3 Good  
## 864 18 2 Better  
## 867 31 3 Better  
## 872 4 2 Bad  
## 879 5 3 Better  
## 880 17 2 Better  
## 887 7 2 Better  
## 893 3 3 Better  
## 902 12 2 Good  
## 912 8 5 Better  
## 913 8 0 Better  
## 945 13 2 Good  
## 949 8 6 Better  
## 954 11 2 Good  
## 958 16 6 Better  
## 994 3 5 Better  
## 997 32 1 Good  
## 1001 4 2 Better  
## 1002 9 2 Better  
## 1012 0 2 Better  
## 1019 4 3 Good  
## 1027 4 2 Better  
## 1033 15 2 Bad  
## 1035 21 3 Better  
## 1036 19 1 Better  
## 1044 3 2 Good  
## 1068 5 5 Better  
## 1079 1 6 Good  
## 1084 7 1 Good  
## 1088 20 4 Good  
## 1094 3 4 Better  
## 1108 5 0 Better  
## 1121 10 3 Good  
## 1132 9 2 Good  
## 1133 18 0 Better  
## 1136 6 2 Bad  
## 1143 8 2 Good  
## 1152 7 2 Best  
## 1164 6 2 Bad  
## 1180 16 3 Bad  
## 1182 15 2 Best  
## 1195 7 2 Good  
## 1204 28 2 Better  
## 1207 5 2 Better  
## 1215 32 3 Better  
## 1219 1 3 Bad  
## 1226 2 2 Better  
## 1228 12 3 Good  
## 1238 15 5 Better  
## 1245 33 2 Bad  
## 1250 36 2 Better  
## 1259 5 2 Better  
## 1273 1 4 Better  
## 1281 4 3 Better  
## 1285 15 2 Best  
## 1295 10 2 Better  
## 1308 2 3 Better  
## 1346 9 4 Better  
## 1360 31 0 Good  
## 1379 3 3 Best  
## 1402 20 3 Bad  
## 1407 5 2 Better  
## 1411 8 6 Better  
## 1419 10 3 Good  
## 1422 29 3 Good  
## 1425 15 3 Better  
## 1440 7 2 Bad  
## 1465 10 4 Best  
## 1471 7 5 Better  
## 1529 11 3 Bad  
## 1553 10 4 Better  
## 1569 1 2 Better  
## 1577 1 4 Bad  
## 1581 1 5 Better  
## 1592 4 2 Better  
## 1598 5 2 Better  
## 1601 1 5 Good  
## 1615 9 3 Better  
## 1624 0 2 Best  
## 1627 11 3 Better  
## 1633 10 2 Bad  
## 1635 10 3 Better  
## 1639 15 3 Better  
## 1655 27 2 Better  
## 1662 4 6 Better  
## 1664 13 3 Better  
## 1666 14 3 Better  
## 1667 13 2 Best  
## 1668 19 4 Best  
## 1669 10 3 Good  
## 1701 10 3 Better  
## 1709 9 2 Better  
## 1720 10 3 Good  
## 1729 10 2 Good  
## 1731 4 3 Bad  
## 1736 9 3 Good  
## 1739 10 2 Bad  
## 1747 6 0 Good  
## 1753 10 5 Best  
## 1762 1 2 Better  
## 1775 27 2 Good  
## 1782 5 3 Better  
## 1787 5 2 Better  
## 1816 9 3 Better  
## 1818 6 3 Better  
## 1823 10 5 Better  
## 1839 0 4 Bad  
## 1847 15 2 Better  
## 1854 10 1 Good  
## 1860 8 3 Better  
## 1867 29 3 Better  
## 1882 9 3 Better  
## 1886 4 2 Better  
## 1898 9 5 Good  
## 1912 8 2 Better  
## 1916 4 0 Good  
## 1918 8 3 Better  
## 1924 10 2 Good  
## 1928 1 3 Better  
## 1937 20 3 Better  
## 1947 5 3 Good  
## 1949 5 3 Better  
## 1966 8 1 Better  
## 1968 15 2 Good  
## 1969 9 6 Good  
## 1989 12 6 Good  
## 2007 4 2 Best  
## 2020 6 2 Better  
## 2022 21 3 Good  
## 2046 8 3 Better  
## 2060 5 2 Better  
## 2065 17 3 Good  
## YearsAtCompany YearsInCurrentRole YearsSinceLastPromotion  
## 11 1 0 0  
## 13 7 7 7  
## 21 6 2 0  
## 22 1 0 0  
## 35 9 7 4  
## 39 1 1 0  
## 47 3 2 0  
## 52 5 3 1  
## 56 9 8 1  
## 65 2 2 2  
## 68 4 3 1  
## 83 17 14 12  
## 96 10 4 0  
## 110 5 2 1  
## 134 1 0 0  
## 148 5 3 4  
## 160 7 7 0  
## 161 5 4 4  
## 169 2 1 2  
## 183 2 2 2  
## 190 5 4 0  
## 197 3 2 2  
## 202 20 7 2  
## 206 17 9 0  
## 208 10 7 0  
## 211 1 0 0  
## 254 24 15 2  
## 262 5 4 2  
## 271 1 0 0  
## 281 7 2 3  
## 284 4 2 2  
## 293 7 7 0  
## 298 1 0 0  
## 308 5 4 1  
## 312 11 10 4  
## 329 33 7 15  
## 331 3 2 1  
## 349 3 2 0  
## 351 9 6 7  
## 353 1 0 0  
## 379 3 2 1  
## 388 10 7 0  
## 399 2 2 2  
## 401 8 7 7  
## 419 9 8 0  
## 422 5 3 1  
## 431 7 1 0  
## 447 3 2 1  
## 449 5 4 1  
## 483 7 7 1  
## 485 1 0 0  
## 493 2 2 2  
## 514 1 0 0  
## 515 18 7 12  
## 522 4 2 1  
## 523 3 2 1  
## 550 10 7 0  
## 554 5 3 1  
## 577 5 4 4  
## 604 6 5 0  
## 618 0 0 0  
## 631 4 2 1  
## 632 2 2 2  
## 635 6 5 4  
## 643 1 0 0  
## 650 3 1 1  
## 652 3 2 0  
## 662 0 0 0  
## 680 1 0 0  
## 691 17 11 11  
## 692 13 11 4  
## 698 9 7 7  
## 704 1 0 0  
## 714 6 5 0  
## 722 10 7 0  
## 746 22 2 11  
## 752 2 2 2  
## 754 2 2 2  
## 780 10 9 7  
## 786 6 5 1  
## 787 5 2 1  
## 789 10 7 0  
## 796 4 3 1  
## 797 4 2 1  
## 804 6 5 1  
## 808 3 2 1  
## 832 1 0 0  
## 836 9 8 7  
## 843 4 1 1  
## 861 5 4 0  
## 864 5 4 0  
## 867 9 8 0  
## 872 2 2 2  
## 879 5 3 0  
## 880 17 14 5  
## 887 4 2 0  
## 893 2 2 1  
## 902 5 2 2  
## 912 4 3 0  
## 913 8 7 7  
## 945 0 0 0  
## 949 6 2 0  
## 954 1 0 0  
## 958 11 8 3  
## 994 0 0 0  
## 997 5 4 1  
## 1001 2 2 2  
## 1002 9 8 0  
## 1012 0 0 0  
## 1019 4 3 1  
## 1027 3 2 2  
## 1033 1 0 0  
## 1035 21 16 5  
## 1036 1 0 0  
## 1044 2 2 2  
## 1068 5 3 1  
## 1079 1 0 1  
## 1084 6 2 0  
## 1088 19 9 1  
## 1094 3 2 1  
## 1108 2 2 2  
## 1121 9 7 1  
## 1132 5 4 0  
## 1133 11 9 0  
## 1136 5 3 0  
## 1143 7 5 1  
## 1152 7 6 5  
## 1164 5 4 1  
## 1180 1 1 0  
## 1182 7 7 6  
## 1195 3 2 0  
## 1204 26 15 15  
## 1207 5 4 1  
## 1215 2 2 2  
## 1219 1 0 0  
## 1226 2 1 2  
## 1228 6 3 1  
## 1238 14 10 4  
## 1245 5 4 1  
## 1250 10 9 0  
## 1259 5 3 0  
## 1273 1 0 1  
## 1281 3 2 0  
## 1285 11 8 5  
## 1295 10 7 0  
## 1308 2 2 2  
## 1346 9 8 8  
## 1360 10 9 5  
## 1379 1 0 0  
## 1402 20 7 1  
## 1407 4 3 1  
## 1411 3 2 0  
## 1419 10 9 0  
## 1422 20 7 12  
## 1425 5 4 0  
## 1440 6 5 1  
## 1465 3 1 1  
## 1471 5 2 0  
## 1529 11 8 3  
## 1553 10 8 7  
## 1569 1 0 0  
## 1577 1 0 0  
## 1581 1 0 0  
## 1592 2 2 2  
## 1598 5 4 1  
## 1601 1 0 0  
## 1615 9 7 7  
## 1624 0 0 0  
## 1627 10 8 0  
## 1633 9 2 3  
## 1635 10 7 3  
## 1639 13 12 6  
## 1655 4 2 1  
## 1662 3 2 1  
## 1664 5 4 0  
## 1666 14 10 6  
## 1667 11 9 6  
## 1668 13 11 2  
## 1669 10 0 0  
## 1701 10 9 8  
## 1709 5 3 1  
## 1720 5 2 1  
## 1729 10 0 0  
## 1731 1 0 0  
## 1736 5 4 1  
## 1739 4 3 0  
## 1747 4 2 1  
## 1753 3 2 0  
## 1762 1 0 0  
## 1775 3 2 0  
## 1782 5 4 0  
## 1787 5 2 0  
## 1816 7 7 0  
## 1818 5 1 1  
## 1823 10 8 4  
## 1839 0 0 0  
## 1847 1 0 0  
## 1854 6 3 3  
## 1860 0 0 0  
## 1867 22 10 12  
## 1882 5 3 1  
## 1886 3 2 0  
## 1898 8 7 0  
## 1912 5 2 1  
## 1916 2 2 2  
## 1918 7 7 7  
## 1924 10 4 0  
## 1928 1 0 0  
## 1937 20 11 0  
## 1947 5 3 1  
## 1949 5 4 0  
## 1966 1 0 0  
## 1968 2 2 2  
## 1969 4 3 2  
## 1989 12 8 1  
## 2007 3 2 1  
## 2020 4 3 1  
## 2022 6 0 1  
## 2046 5 3 0  
## 2060 4 2 0  
## 2065 9 6 0  
## YearsWithCurrManager  
## 11 0  
## 13 7  
## 21 5  
## 22 0  
## 35 2  
## 39 0  
## 47 2  
## 52 3  
## 56 7  
## 65 2  
## 68 3  
## 83 8  
## 96 9  
## 110 3  
## 134 0  
## 148 4  
## 160 7  
## 161 3  
## 169 1  
## 183 2  
## 190 4  
## 197 2  
## 202 13  
## 206 15  
## 208 9  
## 211 0  
## 254 15  
## 262 2  
## 271 0  
## 281 7  
## 284 2  
## 293 7  
## 298 0  
## 308 4  
## 312 1  
## 329 12  
## 331 2  
## 349 2  
## 351 8  
## 353 0  
## 379 0  
## 388 9  
## 399 2  
## 401 4  
## 419 8  
## 422 2  
## 431 7  
## 447 1  
## 449 4  
## 483 7  
## 485 0  
## 493 2  
## 514 0  
## 515 17  
## 522 2  
## 523 2  
## 550 8  
## 554 4  
## 577 3  
## 604 5  
## 618 0  
## 631 2  
## 632 1  
## 635 3  
## 643 0  
## 650 2  
## 652 2  
## 662 0  
## 680 0  
## 691 8  
## 692 7  
## 698 1  
## 704 0  
## 714 4  
## 722 8  
## 746 13  
## 752 2  
## 754 2  
## 780 8  
## 786 4  
## 787 4  
## 789 9  
## 796 2  
## 797 3  
## 804 3  
## 808 2  
## 832 0  
## 836 8  
## 843 0  
## 861 3  
## 864 2  
## 867 0  
## 872 2  
## 879 3  
## 880 15  
## 887 2  
## 893 2  
## 902 2  
## 912 3  
## 913 1  
## 945 0  
## 949 1  
## 954 0  
## 958 9  
## 994 0  
## 997 3  
## 1001 2  
## 1002 8  
## 1012 0  
## 1019 1  
## 1027 2  
## 1033 0  
## 1035 10  
## 1036 0  
## 1044 2  
## 1068 3  
## 1079 0  
## 1084 2  
## 1088 9  
## 1094 2  
## 1108 2  
## 1121 7  
## 1132 3  
## 1133 9  
## 1136 4  
## 1143 1  
## 1152 0  
## 1164 4  
## 1180 0  
## 1182 4  
## 1195 2  
## 1204 9  
## 1207 4  
## 1215 2  
## 1219 0  
## 1226 2  
## 1228 4  
## 1238 10  
## 1245 4  
## 1250 9  
## 1259 3  
## 1273 0  
## 1281 2  
## 1285 10  
## 1295 5  
## 1308 2  
## 1346 8  
## 1360 9  
## 1379 0  
## 1402 8  
## 1407 1  
## 1411 2  
## 1419 9  
## 1422 7  
## 1425 1  
## 1440 3  
## 1465 2  
## 1471 3  
## 1529 3  
## 1553 7  
## 1569 0  
## 1577 0  
## 1581 0  
## 1592 2  
## 1598 2  
## 1601 1  
## 1615 2  
## 1624 0  
## 1627 7  
## 1633 8  
## 1635 9  
## 1639 0  
## 1655 2  
## 1662 2  
## 1664 4  
## 1666 11  
## 1667 7  
## 1668 9  
## 1669 9  
## 1701 7  
## 1709 2  
## 1720 3  
## 1729 8  
## 1731 0  
## 1736 4  
## 1739 2  
## 1747 2  
## 1753 2  
## 1762 0  
## 1775 2  
## 1782 4  
## 1787 3  
## 1816 2  
## 1818 4  
## 1823 8  
## 1839 0  
## 1847 0  
## 1854 3  
## 1860 0  
## 1867 9  
## 1882 0  
## 1886 2  
## 1898 7  
## 1912 4  
## 1916 2  
## 1918 7  
## 1924 9  
## 1928 0  
## 1937 7  
## 1947 4  
## 1949 2  
## 1966 0  
## 1968 2  
## 1969 3  
## 1989 7  
## 2007 2  
## 2020 2  
## 2022 3  
## 2046 1  
## 2060 0  
## 2065 8  
  
  
cv\_prep\_lr <- cv\_models\_lr %>%   
 mutate(  
 # Prepare binary vector of actual Attrition values in validate  
 validate\_actual = map(validate, ~.x$Attrition == "Yes"),  
 # Prepare binary vector of predicted Attrition values for validate  
 validate\_predicted = map2(.x = model, .y = validate, ~predict(.x, .y, type = "response") > 0.5)  
 )

## Calculate cross-validated performance

It is crucial to optimize models using a carefully selected metric aimed at achieving the goal of the model.

Imagine that in this case you want to use this model to identify employees that are predicted to leave the company. Ideally, you want a model that can capture as many of the ready-to-leave employees as possible so that you can intervene. The corresponding metric that captures this is the recall metric. As such, you will exclusively use recall to optimize and select your models.

# Calculate the validate recall for each cross validation fold  
  
cv\_prep\_lr %>% colnames()  
## [1] "splits" "id" "train"   
## [4] "validate" "model" "validate\_actual"   
## [7] "validate\_predicted"  
  
cv\_perf\_recall <- cv\_prep\_lr %>%   
 mutate(validate\_recall = map2\_dbl(validate\_actual, validate\_predicted,   
 ~recall(actual = .x, predicted = .y)))  
  
# Print the validate\_recall column  
cv\_perf\_recall$validate\_recall  
## 1 2 3 4 5   
## 0.5312500 0.3750000 0.4318182 0.4000000 0.4210526  
  
# Calculate the average of the validate\_recall column  
mean(cv\_perf\_recall$validate\_recall)  
## [1] 0.4318242

## Classification with random forests

ranger() for classification. Tuning and building process is same as before. Since there are 30 features in the Attrition dataset, this value can go as high as 30.For now, we will try a few mtry values.

## Tune random forest models

Now that you have a working logistic regression model you will prepare a random forest model to compare it with.

library(ranger)  
  
# Prepare for tuning your cross validation folds by varying mtry  
cv\_tune <- cv\_data %>%  
 crossing(mtry = c(2,4,8,16))   
  
cv\_tune  
## # A tibble: 20 x 5  
## splits id train validate mtry  
## <list> <chr> <list> <list> <dbl>  
## 1 <split [882/221~ Fold1 <data.frame [882 x 3~ <data.frame [221 x ~ 2  
## 2 <split [882/221~ Fold1 <data.frame [882 x 3~ <data.frame [221 x ~ 4  
## 3 <split [882/221~ Fold1 <data.frame [882 x 3~ <data.frame [221 x ~ 8  
## 4 <split [882/221~ Fold1 <data.frame [882 x 3~ <data.frame [221 x ~ 16  
## 5 <split [882/221~ Fold2 <data.frame [882 x 3~ <data.frame [221 x ~ 2  
## 6 <split [882/221~ Fold2 <data.frame [882 x 3~ <data.frame [221 x ~ 4  
## 7 <split [882/221~ Fold2 <data.frame [882 x 3~ <data.frame [221 x ~ 8  
## 8 <split [882/221~ Fold2 <data.frame [882 x 3~ <data.frame [221 x ~ 16  
## 9 <split [882/221~ Fold3 <data.frame [882 x 3~ <data.frame [221 x ~ 2  
## 10 <split [882/221~ Fold3 <data.frame [882 x 3~ <data.frame [221 x ~ 4  
## 11 <split [882/221~ Fold3 <data.frame [882 x 3~ <data.frame [221 x ~ 8  
## 12 <split [882/221~ Fold3 <data.frame [882 x 3~ <data.frame [221 x ~ 16  
## 13 <split [883/220~ Fold4 <data.frame [883 x 3~ <data.frame [220 x ~ 2  
## 14 <split [883/220~ Fold4 <data.frame [883 x 3~ <data.frame [220 x ~ 4  
## 15 <split [883/220~ Fold4 <data.frame [883 x 3~ <data.frame [220 x ~ 8  
## 16 <split [883/220~ Fold4 <data.frame [883 x 3~ <data.frame [220 x ~ 16  
## 17 <split [883/220~ Fold5 <data.frame [883 x 3~ <data.frame [220 x ~ 2  
## 18 <split [883/220~ Fold5 <data.frame [883 x 3~ <data.frame [220 x ~ 4  
## 19 <split [883/220~ Fold5 <data.frame [883 x 3~ <data.frame [220 x ~ 8  
## 20 <split [883/220~ Fold5 <data.frame [883 x 3~ <data.frame [220 x ~ 16  
  
# Build a cross validation model for each fold & mtry combination  
cv\_models\_rf <- cv\_tune %>%   
 mutate(model = map2(train, mtry, ~ranger(formula = Attrition~.,   
 data = .x, mtry = .y,  
 num.trees = 100, seed = 42)))

## Random forest performance

It is now time to see whether the random forests models you built in the previous exercise are able to outperform the logistic regression model.

Remember that the validate recall for the logistic regression model was 0.43.

cv\_prep\_rf <- cv\_models\_rf %>%   
 mutate(  
 # Prepare binary vector of actual Attrition values in validate  
 validate\_actual = map(validate, ~.x$Attrition == "Yes"),  
 # Prepare binary vector of predicted Attrition values for validate  
 validate\_predicted = map2(.x = model, .y = validate, ~predict(.x, .y, type = "response")$predictions == "Yes")  
 )  
  
cv\_prep\_rf  
## # A tibble: 20 x 8  
## splits id train validate mtry model validate\_actual validate\_predi~  
## \* <list> <chr> <lis> <list> <dbl> <lis> <list> <list>   
## 1 <spli~ Fold1 <dat~ <data.f~ 2 <S3:~ <lgl [221]> <lgl [221]>   
## 2 <spli~ Fold1 <dat~ <data.f~ 4 <S3:~ <lgl [221]> <lgl [221]>   
## 3 <spli~ Fold1 <dat~ <data.f~ 8 <S3:~ <lgl [221]> <lgl [221]>   
## 4 <spli~ Fold1 <dat~ <data.f~ 16 <S3:~ <lgl [221]> <lgl [221]>   
## 5 <spli~ Fold2 <dat~ <data.f~ 2 <S3:~ <lgl [221]> <lgl [221]>   
## 6 <spli~ Fold2 <dat~ <data.f~ 4 <S3:~ <lgl [221]> <lgl [221]>   
## 7 <spli~ Fold2 <dat~ <data.f~ 8 <S3:~ <lgl [221]> <lgl [221]>   
## 8 <spli~ Fold2 <dat~ <data.f~ 16 <S3:~ <lgl [221]> <lgl [221]>   
## 9 <spli~ Fold3 <dat~ <data.f~ 2 <S3:~ <lgl [221]> <lgl [221]>   
## 10 <spli~ Fold3 <dat~ <data.f~ 4 <S3:~ <lgl [221]> <lgl [221]>   
## 11 <spli~ Fold3 <dat~ <data.f~ 8 <S3:~ <lgl [221]> <lgl [221]>   
## 12 <spli~ Fold3 <dat~ <data.f~ 16 <S3:~ <lgl [221]> <lgl [221]>   
## 13 <spli~ Fold4 <dat~ <data.f~ 2 <S3:~ <lgl [220]> <lgl [220]>   
## 14 <spli~ Fold4 <dat~ <data.f~ 4 <S3:~ <lgl [220]> <lgl [220]>   
## 15 <spli~ Fold4 <dat~ <data.f~ 8 <S3:~ <lgl [220]> <lgl [220]>   
## 16 <spli~ Fold4 <dat~ <data.f~ 16 <S3:~ <lgl [220]> <lgl [220]>   
## 17 <spli~ Fold5 <dat~ <data.f~ 2 <S3:~ <lgl [220]> <lgl [220]>   
## 18 <spli~ Fold5 <dat~ <data.f~ 4 <S3:~ <lgl [220]> <lgl [220]>   
## 19 <spli~ Fold5 <dat~ <data.f~ 8 <S3:~ <lgl [220]> <lgl [220]>   
## 20 <spli~ Fold5 <dat~ <data.f~ 16 <S3:~ <lgl [220]> <lgl [220]>  
  
# Calculate the validate recall for each cross validation fold  
cv\_perf\_recall <- cv\_prep\_rf %>%   
 mutate(recall = map2\_dbl(.x = validate\_actual, .y = validate\_predicted, ~recall(actual = .x, predicted = .y)))  
  
# Calculate the mean recall for each mtry used   
cv\_perf\_recall %>%   
 group\_by(mtry) %>%   
 summarise(mean\_recall = mean(recall))  
## # A tibble: 4 x 2  
## mtry mean\_recall  
## <dbl> <dbl>  
## 1 2 0.107  
## 2 4 0.161  
## 3 8 0.156  
## 4 16 0.189

## Build final classification model

Comparing the recall performance between the logistic regression model (0.4) and the best performing random forest model (0.2), you’ve learned that the model with the best performance is the logistic regression model. In this exercise, you will build the logistic regression model using all of the train data and you will prepare the necessary vectors for evaluating this model’s test performance.

# Build the logistic regression model using all training data  
best\_model <- glm(formula = Attrition~.,   
 data = training\_data, family = "binomial")  
  
# Prepare binary vector of actual Attrition values for testing\_data  
test\_actual <- testing\_data$Attrition == "Yes"  
  
# Prepare binary vector of predicted Attrition values for testing\_data  
test\_predicted <- predict(best\_model, testing\_data, type = "response") > 0.5

## Measure final model performance

Now its time to calculate the test performance of your final model (logistic regression). Here you will use the held out testing data to characterize the performance you would expect from this model when it is applied to new data.

# Compare the actual & predicted performance visually using a table  
table(test\_actual, test\_predicted)  
## test\_predicted  
## test\_actual FALSE TRUE  
## FALSE 288 15  
## TRUE 41 23  
  
# Calculate the test accuracy  
accuracy(test\_actual, test\_predicted)  
## [1] 0.8474114  
  
# Calculate the test precision  
precision(test\_actual, test\_predicted)  
## [1] 0.6052632  
  
# Calculate the test recall  
recall(test\_actual, test\_predicted)  
## [1] 0.359375